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1 FOREWORD 

The purpose of this book is a little special. 

First, of course, by its subject: we have to admit that structural econometric modelling is no longer so popular, having 

lost ground to Computable General Equilibrium models and in particular their Dynamic Stochastic versions. 

We will contend that while this might be true in the academic field (you just have to look at the program of congresses 

and symposiums) there is still a lot of place for structural models. Indeed many institutions are still using them and even 

building new ones; both in developed and developing countries. We shall try to show that this position is quite justified, 

and that for a large part of the modelling applications, in particular the analysis and interpretation of macroeconomic 

interactions, the call for structural models remains a good strategy, arguably the best one. 

But we shall not stop at proving the usefulness of these models. For the people we have convinced, or which were so 

already, we will provide a set of tools facilitating all the tasks in the modelling process. Starting from elementary 

elements, it will lead by stages the user to a level at which he should be able to build, manage and use his professional, 

operational model. 

This means this book will, as its title says, focus essentially on applied and even technical features, which does not mean 

it will be so simplistic.   

After a necessary description of the field, we shall use the largest part of the book to show the reader how to build his 

own model, from general strategies to technical details. For this we shall rely on a specific example, presented at the 

beginning, and which we will follow through all the steps of model development. When the situation becomes more 

complex (with the addition of product and international dimensions), we shall still find this model at the core of the 

cases. 

Our examples will be based on that package, the most popular modeling package at present. This will allow us to be 

more helpful to EViews users, concentrating on its practice (including some tricks). 

Finally, just as important if not more so, we shall provide a set of files allowing readers to practice modelling (either 

alone or as part of a course). And for more advanced users, we shall give access to files allowing to produce operational 

(if small) models, which they can adapt to their own ideas, with the tedious tasks: producing the data, defining the 

accounting framework and organizing simulations over the future, being already prepared. 

All these elements are provided for free, and downloadable on a specific site. However, to keep track of people 

interested in our research, we will require the potential users to ask for them first. We will then allow unrestricted 

access. 

One final remark: this book is based on version 8 of EViews. However, all the programs we are providing work also with 

version 7 (and almost all with version 6). 

The new features (mostly improvements) will be pointed out at the time, and the same descriptive elements gathered 

in a special chapter at the end of the book.  
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INTRODUCTION 

 

Since an early date in the twentieth century, economists have tried to produce mathematical tools which, applied to a 

given practical problem, formalized a given economic theory to produce a reliable numerical picture. The most natural 

application is of course to forecast the future, and indeed this goal was present from the first. But one can also consider 

learning the consequences of an unforeseen event, or measuring the efficiency of a change in the present policy, or 

even improving the understanding of a set of mechanisms too complex to be grasped by the human mind. 

 

In the last decades, three kinds of tools of this type have emerged, which share the present modelling market. 

 

¶ ¢ƘŜ ά±!wέ ƳƻŘŜƭǎΦ ¢ƘŜȅ ǘǊȅ ǘƻ ƎƛǾŜ ǘƘŜ Ƴƻǎǘ ǊŜƭƛŀōƭŜ ƛƳŀƎŜ ƻŦ ǘƘŜ ƴŜŀǊ ŦǳǘǳǊŜΣ ǳǎƛƴƎ ŀ ŎƻƳǇƭŜȄ ŜǎǘƛƳŀǘŜŘ ǎǘǊǳŎǘǳǊŜ 

of lagged elements, based essentially on the statistical quality, although economic theory can be introduced, mostly 

through constraints on the specifications. The main use of this tool is to produce short term assessments. 

 

¶ The Computable General Equilibrium models. They use a detailed structure with a priori formulations and calibrated 

coefficients to solve a generally local problem, through the application of one or several optimizing behaviors. The 

issues typically addressed are optimizing resource allocations, or describing the consequences of trade agreements. 

The mechanisms described contain generally little dynamics.  

 

This is no longer true for the Dynamic Stochastic General Equilibrium models, which dominate the current field. They 

include dynamic behaviors and take into account the uncertainty in economic evolutions. Compared to the traditional 

models (see later) they formalize explicitly the optimizing equilibria, based on the aggregated behavior of individual 

agents. This means that they allow agents to adapt their behavior to changes is the rules governing the behaviors of 

others, including the State, in principle escaping the Lucas critique. As the model does not rely on traditional estimated 

equations, calibration is required for most parameters. 

 

¶ ¢ƘŜ άǎǘǊǳŎǘǳǊŀƭέ ƳƻŘŜƭǎΦ ¢ƘŜȅ ǎǘŀǊǘ ŦǊƻƳ ŀ ƎƛǾŜƴ ŜŎƻƴƻƳƛŎ ŦǊŀƳŜǿƻǊƪΣ ŘŜŦƛƴƛƴƎ ǘƘŜ ōŜƘŀǾƛƻǊǎ ƻŦ ǘƘŜ ƛƴŘƛǾƛŘǳŀƭ 

agents according to some globally consistent economic theory. They use the available data to associate to these 

behaviors reliable formulas, which are linked by identities guaranteeing the consistency of the whole set. These 

models can be placed halfway between the two above categories: they do rely on statistics, and also on theory. To 

accept a formula, it must respect both types of criteria. 

 

The use of this last kind of models, which occupied the whole field at the beginning, is now restricted to policy analysis 

and medium term forecasting. For the latter, they show huge advantages: the full theoretical formulations provide a 

clear and understandable picture, including the measurement of individual influences. They allow also to introduce 

stability constraints leading to identified long term equilibriums, and to separate this equilibrium from the dynamic 

fluctuations which lead to it.   

 

Compared to CGEs and DSGEs, optimization behaviors are present (as we shall see later) and introduced in the estimated 

equations. But they are frozen there, in a state associated with a period, and the behavior of other agents at the time. 

If these conditions do not change, the statistical validation is an important advantage. But sensitivity to shocks is flawed, 

in a way which is difficult to measure. 

 

A very good (and objective) description of the issue can be found in:  

http://en.wikipedia.org/wiki/Dynamic_stochastic_general_equilibrium 

http://en.wikipedia.org/wiki/Macroeconomic_model#Empirical_forecasting_models 

 

http://en.wikipedia.org/wiki/Dynamic_stochastic_general_equilibrium
http://en.wikipedia.org/wiki/Macroeconomic_model#Empirical_forecasting_models
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It seems to us that the main criterion in the choice between DSGEs and traditional structural models lie in the tradeoff 

between statistical validation and adaptability of behaviors.  

 

In the last years, popularity of structural econometric modelling seems to have stabilized. A personal hint for this (if not 

an actual proof) is the growing demand for assistance in structural modelling addressed to the INSEE International 

Cooperation Unit from which I have just retired.  

 

Another issue is that being the first tool produced (in the thirties of the last century) it was applied immediately to the 

ambitious task of producing reliable forecasts. The complexity of the economy, and the presence of many random 

shocks makes this completely unrealistic (and this is even more true today). During the golden years of structural 

modelling, when economy was growing at a regular (and high) rate, forecasting was as easy as riding a tame horse on a 

straight path: anybody could do it. But when the horse turned into a wild one, the quality of the rider showed, and it 

did not stay in the saddle too long. Failing to succeed in a task too difficult for any tool (including VAR and CGE models, 

which do not have to forecast the medium term), gave discredit to structural models and all  their uses, including policy 

analysis and even the understanding and interpretation of complex economic mechanisms, applications for which 

neither VAR nor CGE can compete in our opinion. 

 

However, even with limited ambitions, producing a sound econometric structural model is not a simple task. Even a 

professional economist, having an excellent knowledge of both economic theory (but not necessarily a complete and 

consistent picture) and econometric techniques (but not necessarily of their practical application) will find it quite 

difficult producing a reliable and operational econometric model.  

 

The purpose of this book is to shorten the learning process, in several ways. 

 

After a global presentation of economic models:  

 

¶ NotationsΣ ŘŜŦƛƴƛǘƛƻƴǎΣ ƳŀǘƘŜƳŀǘƛŎŀƭ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎ όŘȅƴŀƳƛŎǎΣ ƭƛƴŜŀǊƛǘȅΣ ŎƻƴǘƛƴǳƛǘȅΣ ƛŘŜƴǘƛŦƛŀōƛƭƛǘȅΧύΦ  

¶ Applications:  economic theory, forecast, education. 

¶ Classification of existing models. 

 

We shall describe how to organize the sequence of model building tasks, from data production and framework 

specification to actual operational studies. 

 

For each task, we shall give all the necessary elements of methodology. 

 

We shall present the main economic options available, with some theoretical explanations. 

All these explanations will be based on a practical example, the production of a very small model of the French economy. 

The size will not forbid us to address most of the problems encountered in the process. 

 

The methods, techniques and solutions proposed will be based on the EViews software. This will allow us to present 

some useful features and tricks, and to provide a sequence of complete programs, which the user can modify at will, 

but not necessarily too heavily, as all the models of this type share a number of common elements. The main issue is of 

course the estimation process, each case leading generally to an original version of each behavioral equation. 

 

A set of documented programs will be provided, following the above principles 

 

¶ For the small example, 

¶ For a more detailed product, a model for a single country, not far from an operational version. 
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These programs will allow to: 

 

¶ Import the original data 

¶ Build the model framework 

¶ Transform the data to conform to the elements in the model. 

¶ Estimate a set of equations, starting with standard behaviors, possibly updated. 

¶ Check the technical and theoretical consistency of the resulting model. 

¶ Produce forecasts and policy studies. 

 

In each case, we shall present programs which actually work. An econometric solution will be found, reliable both in 

statistical and economic terms. And the properties of the models will be rather satisfying, with a long term solution and 

reasonable dynamics leading to it. 

 

Finally, we shall address the more complex problems: multi-sector and multi-country models (and both options 

combined). The specific issues will be described, and a framework for a three-product model will be provided, following 

the same lines as the previous example. 

 

The goal of this book is therefore both limited and ambitious. Without getting into theoretically complex features, it 

should give readers all the elements required to construct their own model. Being relieved of the more technical (and 

tedious) tasks, they will be allowed to concentrate on the more intelligent (and interesting) ones. 

 

Readers must be aware they will find here neither a full description of econometric and statistical methods, nor a course 

in economic theory. We shall give basic elements on these fields, and rather focus on their links with the modelling 

process itself. For more detailed information, one can refer to the list of references provided at the end of the volume.  
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THE EXAMPLE: A VERY BASIC MODEL 

 

To present the elements and the framework of a structural econometric model, we shall use a specific example, which 

we shall address permanently during our presentation. In spite of its limited size, we think it remains quite 

representative of the class of models we are considering in this manual. 

 

At the start of any model building process, one has to specify in a broad manner the logic of his model, and the behaviors 

he wants his model to describe. No equation needs to be established at this time. We shall place ourselves in this 

situation. 

 

In our example, an economist has decided to build a very simple model of the French economy. As our tests will be 

based on actual data, a country had to be chosen, but the principles apply to any medium sized industrialized country. 

 

Our model includes the following elements. 

 

 

¶ Based on their production expectations and the productivity of factors, firms invest and hire workers to adapt 

their productive capacity. However, they exert some caution in this process, as they do not want to be stuck with 

unused elements.  

 

¶ The levels reached in practice define potential production. 

 

¶ Firms also build up inventories. 

 

¶ Households obtain wages, based on total employment (including civil servants) but also a share of Gross 

Domestic Product. They consume part of this revenue. 

 

¶ Final demand is defined as the sum of its components: consumption, productive investment, housing investment, 

the change in inventories, and government demand. 

 

¶ Imports are a share of local demand («domestic demand»). But the less capacities remain available, the more an 

increase in demand will call for imports. 

 

¶ Exports follow world demand, but producers are limited by available capacities, and their priority is satisfying 

local demand. 

 

¶ Supply is equal to demand. 

 

¶ Productive capital grows with investment, but is subject to depreciation. 

 

 

The above framework looks rather straightforward, and certainly simplistic. Obviously, it lacks many elements, such as 

prices, financial concepts, and taxes. This will be addressed as later developments. 

 

Let us no go further for the time being. One can observe that if we have not built a single equation yet, a few are already 

implicit from the above text.  
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1  

2 CHAPTER 1:  NOTATIONS AND DEFINITIONS 

 

Before we start presenting the process of model building, we must define the concepts we shall use. They will be based 

on individual examples taken from our (future) model. 

1.1 THE MODEL AS A SET OF EQUATIONS 

In a general way, a model will be defined as a set of fully defined formulas describing the links between a set of concepts.   

 

Formally, a model can be written as the vector function of variables. 

 

 

   0(....)=f  
 

 

We shall address in turn: 

 

¶ The nature of elements appearing in the function. 

¶ The nature of the functions themselves. 

1.2 THE ELEMENTS IN A MODEL 

1.2.1 VARIABLES: ENDOGENOUS AND EXOGENOUS 

Obviously, a model will be used to measure economic concepts, depending on other elements. 

 

Two variable types will appear in a model: 

 

¶ Endogenous variables, or results, whose value will be obtained by solving the system of equations, 

 

¶ Exogenous variables, or assumptions, whose value is known from outside considerations, and which obviously 

condition the solution.  

 

If the model is solved over past periods, this value should be known. But in forecasting operations, it will have to be 

chosen by the model builder (or user). 

 

For the system to be solved, the number of endogenous variables must correspond to the number of equations.  

Our formulation becomes: 

 

 

 

   0),( =yxf  
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with 

 

x vector of exogenous variables 

y  vector of endogenous variable (with the same dimension as f). 

 

For instance in our model: 

 

¶ Imports will be endogenous, as they depend on local demand. Exports too, depending on world demand. 

 

¶ World demand will be exogenous, as we are building a model for a single country, and we are going to neglect 

the impact of local variables on the world economy. Of course, this impact exists, as France is (still) an important 

country, and its growth has some influence on the world economy. But the relatively limited improvement can 

only be obtained at the very high cost of building a world model. This simplification would be less acceptable 

for a model of the USA, or China, or the European Union as a whole (we shall address this issue in detail later).  

 

Technically, one can dispute the fact that exports are endogenous. As we make them depend only on an exogenous 

world demand, they are de facto predetermined, apart from an unforecastable error. They are logically exogenous and 

technically endogenous. We shall use the second criterion (the problem will disappear with the introduction of other 

explanatory elements, which will make exports truly endogenous). 

 

As to Government demand, models of the present type will keep it also exogenous, but for different reasons: 

 

¶ The goal of this model is to show its user (which can be the Government, or a Government advising agency, an 

independent economist playing the role of Government, or even a student answering a test on applied 

economics) the consequences of its decisions. So these decisions must be left free, and not forced on him. 

 

¶ The behavior of the State is almost impossible to formalize, as it has few targets (mostly growth, inflation, 

unemployment, budget and trade balances) and a much larger number of instruments. If their base values are 

more or less fixed, it can deviate from them arbitrarily, without too much delay. To achieve the same goal, past 

French governments have used different global approaches, and calling for different panels of individual 

instruments.1  

 

¶ The State alone has enough individual power to influence significantly the national economy. 

 

Each of the two exogenous elements is characteristic of a broader category: 

 

¶ Variables considered as external to the modeled area, on which economic agents taken into account by the 

model have no or little influence. In addition to the situation in other countries, this can mean population2, or 

                                                                 

1 CƻǊ ƛƴǎǘŀƴŎŜΣ ǘƻ ŘŜŎǊŜŀǎŜ ǳƴŜƳǇƭƻȅƳŜƴǘΣ ŀ ƎƻǾŜǊƴƳŜƴǘ Ŏŀƴ ƛƴŎǊŜŀǎŜ ŘŜƳŀƴŘ ƻǊ ǊŜŘǳŎŜ ŦƛǊƳǎΩ ǘŀȄŜǎΣ ŀƴŘ the tax 

instrument can be social security contributions, or subsidies 

2 In long term models growth might affect the death and birthed rates thus population. 
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meteorological conditions3, or the area available for farming. The theoretical framework of the model can also 

suppose exogenous structural elements, such as the real interest rate, the evolution of factor productivity, to 

the depreciation rate of capital.  

 

¶ Variables controlled by an agent, but whose decision process the model does not describe. Even if it was 

formally possible, the model builder wants to master their value, to measure their consequences on the 

economic balance. These will be referred to as decision variables or «instruments". 

 

Changing the assumptions on these two types of variables, therefore, will relate to questions of very different spirit: 

 

¶ What happens if perhaps...?  (the price of oil increases abruptly). 

 

¶ What happens if I (the State), decide...?  (to decrease the VAT rate on CDs4). 

 

The second type of question can be inverted: what decision do I have to take to obtain this particular result? (By how 

ƳǳŎƘ ǎƘƻǳƭŘ L ŘŜŎǊŜŀǎŜ ǘƘŜ ǊŀǘŜ ƻŦ ŜƳǇƭƻȅŜǊǎΩ ǎƻŎƛŀƭ ŎƻƴǘǊƛōǳǘƛƻƴǎ ǘƻ ŎǊŜŀǘŜ мллл ƧƻōǎΚύΦ ¢Ƙƛǎ ƳŜŀƴǎ ǘƘŀǘ ǘƘŜ ǎǘŀǘǳǎ 

(exogenous/endogenous) of some variables is changed: the answer calls for specific techniques, or solving a 

transformed model. We will deal with this later. 

 

Sometimes the two approaches can also be combined; by considering first the consequences of an evolution of 

uncontrolled elements, and then supposing a reaction of the State, for instance a change in policy that would return the 

situation to normal. For instance, the State could use its own tools to compensate losses in external trade due to a drop 

in world demand.  

 

From a model to another, the field described can change, but also the separation between endogenous and exogenous. 

The real interest rate can change its nature depending on the endogeneity of the financial sector, technical progress 

can be assumed as a trend or depend on growth, and the level of population can depend on revenue. 

1.2.2 EQUATIONS: BEHAVIORAL AND IDENTITIES 

1.2.2.1 Behaviors 

¢ƘŜ ŦƛǊǎǘ ǊƻƭŜ ƻŦ ǘƘŜ ƳƻŘŜƭ ƛǎ ǘƻ ŘŜǎŎǊƛōŜ άōŜƘŀǾƛƻǊǎέΥ ǘƘŜ ƳƻŘŜƭ ōǳƛƭŘŜǊΣ Ŧƻƭlowing most of the time an existing economic 

theory, will establish a functional form describing the behavior of a given agent, and will use econometrics to choose a 

precise formulation, with estimated  parameters. 

 

In describing consumption, one might suppose that its share in household income is determined by 

 

¶ The level of income (a higher income will make consumption less attractive or necessary, compared to 

savings5). 

                                                                 

3 Which can depend on growth (glasshouse effect). 

4 Provided the EU commission will allow it. 

5 Let us recall that investment in housing is considered as savings. 
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¶ Recent variations of income (consumers take time in adapting their habits to their new status). 

 

¶ The evolution of unemployment: if it grows, the prospect of losing a job will lead households to increase 

reserves. 

 

¶ Inflation: it defines the contribution required to maintain the purchasing power of financial savings. 

 

Once identified, all these elements will be united in a formula, or rather a set of possible formulas (households can 

consider present inflation, or the average over the last year; the increase in unemployment can use its level or 

percentage change). These formulas will be confronted with the available data, to find a specification statistically 

acceptable on the whole, each element participating significantly in the explanation, and presenting coefficient values 

consistent with economic theory. Once parameters are estimated, each element of the resulting formulation will 

contribute to the logical behavior of the associated agent. 

 

But the process is not always so straightforward. Two other cases can be considered. 

 

¶ The behavior can be formalized, but not directly as estimation-ready formulas. A framework has first to be 

formalized, then processed through analytical transformations possibly including derivations and 

maximizations, leading finally to the equation (or set of equations) to estimate. This will be the case for our 

Cobb-Douglas production function (page 105) for which we compute the combination of labor and capital 

which maximize profits for a given production level. Or for the definition of the wage rate as the result of 

negotiations between workers unions and firm managers, based on their respective negotiating power. 

 

¶ Often the model builder will not be able to formulate precisely the equation, but will consider a set of potential 

explanatory elements, waiting for econometric diagnoses to make a final choice between formulations 

(generally linear). For instance, the exchange rate might depend on the comparison of local and foreign 

inflation, and on the trade balance. 

 

In any case, even if the exact intensity of influences is unknown to the model builder6, economic theory generally defines 

an interval of validity, and especially a sign. Whatever the significance of the statistical explanation, it will be rejected if 

its sign does not correspond to theory. In the example above, the increase of labor demand must generate gains in the 

purchasing power of the wage rate. 

 

The formulation of these theoretical equations often makes use of specific operators, allowing alternative calculations: 

Boolean variables, maximum and minimum operators. For instance, in disequilibrium models, the theoretical equation 

can include a constraint. We can consider also the case of a function of production with complementary factors, where 

the level of each factor determines an individual constraint: 

 

 

   ).,.min( KpkLplCAP=  

 

 

                                                                 

6 Otherwise he would not have estimated it. 
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with CAP  production capacity, L employment, K capital, and pl, pk  the associated productivities 

1.2.2.2 Identities 

A model composed only of behavioral equations is not generally usable as such. Additional equations will be needed, 

this time with undisputable forms. 

 

Several cases can be identified, which can apply simultaneously: 

 

¶ Some concepts are linked by an accounting formula, and we need to ensure their numerical coherence. For 

example, once the model has defined household revenue, it cannot estimate savings and consumption 

separately as the sum of the two is known7. A single element will be estimated: it can be savings, consumption, 

the savings ratio or the consumption ratio, and the other elements will follow, using identities. 

 

¶ Some concepts are linked by a causal sequence of elements, and some elements in the chain are not defined 

by behaviors. For example, if we estimate firms employment and household consumption, we must formalize 

household revenue (as a sum including wages) to make job creation improve consumption. And in our example, 

defining final demand (as a sum of its components) ensures that imports will follow consumption. 

 

Of course, one can consider eliminating these identities by replacing each element they compute by the corresponding 

formula. This is not always technically possible, but in any case it would: 

 

o Lead to overly complex formulations, difficult to interpret and slower to compute. 

o Discard potentially interesting information. 

 

In addition, one will be led to introduce: 

 

¶ Intermediate variables simplifying formulations (and speeding up computations).  Even if the growth rate of 

the real wage rate, which uses a slightly complex expression, was not considered interesting as an economic 

quantity, it will be useful to define it, if it appears as an explanatory element in many equations. 

 

¶ Purely descriptive elements: the ratio of Government Balance to GDP is a crucial element in evaluating the 

financial health of the state (and one of the « Maastricht » criteria for entering the European Monetary Union). 

 

¶ Finally, economic theory is not always absent from this type of equation: the supply ς demand equilibrium has 

to be enforced: 

 

Q (supply from local producers) + M (foreign supply to the country) = FD (demand from local agents) + X (foreign demand 

to the country). 

 

And the choice of the variable which balances it has a strong theoretical impact on model properties. 

 

o If exports and imports come from behaviors, and demand from the sum of its components, we need to 

compute Q as: 

                                                                 

7 This would also be absurd in terms of household behavior. 
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Q (local output) = (FD-M) (local demand supplied by local producers) +X (foreign demand supplied by local producers) 

 

This means that production will adapt to demand (which itself can depend on the availability of products).  

 

o But we could also suppose that: 

 

The producers chose to limit their output at a level actually lower than demand, because additional production would 

bring negative marginal profits. In this case Q will be fixed, and we could have: 

 

 

   Q=fixed, X=f(WD), FD = f(economy), M = FD - Q + X 

 

 

o Or the country can only import in foreign currency, which it obtains through exports. 

 

 

   X=f(WD), M=f(X), Q=fixed, FD =Q+(M-X) 

 

1.2.3 PARAMETERS 

Parameters can be defined as scalars with a varying value. The only formal difference with exogenous variables is that 

they lack a time dimension8. 

 

Two types of parameters can be considered, according to the way their value is established: 

 

¶ Those estimated by reference to the past: starting from a theoretical but fully defined formula including 

unknown parameters, the model builder will seek the values which provide the formulation closest to observed 

reality, according to a certain distance. This means using "econometrics". 

 

¶ Those decided by the model builder: economic theory or technical considerations can supply a priori 

assumptions concerning a particular behavior. For instance, if a Central Bank uses a standard Taylor rule to 

decide its interest rate, its sensitivity to the inflation level should be 0.5.  A special case will be represented by 

a control variable, giving (without changing the formulation) a choice between several types of independent 

behaviors. 

 

The distinction is not as clear as it may seem: in particular, if estimation fails to provide an economically coherent result, 

the model builder can be driven to decide on the values of some parameters. 

 

With a as a vector of parameters (â estimated) the system becomes: 

 

                                                                 

8 In EViews, modifying a parameter value applies to the current model, and taking it into account calls for a new 

compilation, making the new version official. This is both tedious and error-prone. One might consider replacing 

parameters by series with a constant value, which gives access to the ƳǳŎƘ ƳƻǊŜ ƳŀƴŀƎŜŀōƭŜ άǎŎŜƴŀǊƛƻέ ŦŜŀǘǳǊŜΦ  
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   0),,,( =aayxf
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And in our example, one could estimate the influence of world demand on exports, for example by supposing that 

relative variations are proportional (or equivalently that the elasticity of exports to world demand is constant). 

 

 

   WDWDaXX // DÖ=D  

 

 

where a should be close to unity, if the share of the country on the world market is stable9. 

 

But if the estimated coefficient not significant, we can get back to: 

 

 

   WDWDXX // D=D  

 

 

This choice could also have been made from the start for theoretical reasons. 

 

Clearly, to estimate a parameter it is necessary to define entirely the associated formula. 

1.2.4 THE RANDOM TERM 

In practice, the behavior of agents does not answer exactly to formalized functions, and the formulation obtained by 

estimation will not reproduce the reality. It will only approximate this behavior, using elements which conform to some 

economic theory, each of them providing a sizable contribution to the changes in the explained variable. The number 

of estimated parameters will then generally be much lower than the size of the sample, or the number of observed 

values.  In practice, adding elements to the explanation can: 

 

¶ In the good cases, improve the quality of the explanation given by the elements already present, which can 

now concentrate on their natural role, instead of trying to participate in the explanation of other mechanisms 

in which their efficiency is limited10. 

 

                                                                 

9 In our model WD stands for world trade (including its expansion), not the aggregate demand of countries.  

10 Just like a worker which has to use his time on two tasks, and  is really qualified for one. For example, if an excellent 

musician but average lyricist is teamed with a good  lyricist, the quality of songs (both music and lyrics) will improve. 
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¶ But the new element can compete with the others in explaining a mechanism in which they all have some 

competence, limiting the improvement and leaving the sharing of the explanation rather undetermined (and 

therefore limiting the significance of the coefficients).1112 

 

In practice, these correlation problems will always appear, sometimes very early, and generally before the fifth or sixth 

element. Beyond that figure, the precision of individual coefficients will decrease, and global quality will improve less 

and less. 

   

This means that a typical econometric equation will contain a maximum of four parameters, while variables will be 

known on fifty to one hundred quarters. 

 

It will be therefore necessary, to formulate an exact model, to accept the presence of non-zero additional terms 

(residuals). If one believes in the model, this residual should be interpreted as a random perturbation without economic 

meaning. But if the equation is badly specified, it will also come from other sources: omitting a relevant variable, 

replacing it by another less relevant, or choosing the wrong form for the equation13. 

  

The fault will not always lie with the model builder, who might not have been able to apply his original ideas. The 

variables he needs may not be precisely measured, or only with a slightly different definition, or they may not be 

available at all, as in, for example, the goals or anticipations of a given agent. 

 

Practically speaking, one will often suppose that this residual follows a random distribution, with a null average, a 

constant standard error, and residuals independent across periods. 

 

Our formulation becomes therefore, in the general case, noting u the vector of residuals: 

 

 

   0),,,,( =uaayxf
%

 

 

 

In the example, if we want to represent changes in household consumption as a constant share of total production 

variations, we will write: 

 

 

   ubQaCO ++Ö=  

 

 

or rather, if we want u to have a constant relative influence: 

                                                                 

11 This can be a problem for the model if the two competing elements have a different sensitivity to a particular 

variable. For instance, if one is sensitive to a tax rate, the other not: then the role of the tax rate will be undetermined. 

12 If two workers with the same profile complete a task together, it is difficult to evaluate their individual contribution. 

One might have rested the whole period. 

13 Of course, as we have said before, one is never able to estimate the « true » equation. This remark should apply to a 

large conceptual error, leading to behaviors distinctly different from an acceptable approximation of reality. 
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   uaQCO +=/  

1.2.5 RESIDUALS VERSUS ERRORS 

It is probably the time to bring an important issue about the nature of econometrics. 

 

When he considers a behavioral equation, the economist can have two extreme positions. 

 

¶ He believes the behavior can be exactly specified according to a formula, which is affected by an error term 

with a given distribution (maybe a white noise, or a normal law). With an infinite number of observations we 

would get an exact measurement of the parameters, and therefore of the error and its distribution. 

 

¶ He thinks that the concept he wants to describe is linked with some other economic elements, but the relation 

is only an application, of which any formula represents only an approximation. To this application a random 

term can also be added, if one believes that the replication of the same explanatory elements will bring a 

different result. Additional observations will only get a better mapping. 

 

The debate is made more complex by several facts: 

 

¶ The data on which he wants to base his estimation is not measured correctly. One cannot expect the 

statisticians to produce error free information, for many reasons: measurement errors, inappropriate sample, 

mistaken concepts... 

¶ Even if measured correctly, the concepts he is going to use are not necessarily the right ones. For instance a 

given behavior should be applied to the only firms which do make profits, a separation which is not available 

at the macroeconomic level. 

¶ The discrete lags which he will apply to these concepts are not the right ones either. For instance it might be 

known that an agent takes into account the price index of the last month, but only quarterly data is available. 

¶ The estimation period is not homogenous, and this cannot be explained by the data. For instance the mood of 

consumers (and their consumption behavior) can evolve without any link to measurable economic elements. 

 

From the above elements, the logical conclusion should be: 

 

¶ The first position is illusory, and to a point which is impossible to measure (of course).   

¶ But we have to take it if we want to apply econometric methods.  

 

This means that in the following text we shall put ourselves in the first position, but we will always keep in mind the 

true situation, and give to the difference between the concept and its estimation the lŜǎǎ ŀƳōƛǘƛƻǳǎ ƴŀƳŜ ƻŦ άǊŜǎƛŘǳŀƭέΦ 

1.2.6 FORMULATIONS 

We shall now consider the form of the equations. Let us first approach the time dimension. 

1.2.7 THE TIME DIMENSION 
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Variables in economic models have generally a temporal dimension, which means they are known through discrete 

values, almost always with a constant periodicity: generally annual, quarterly or monthly series. This means we will 

consider models in discrete time. 

 

There are exceptions, however. The most frequent applies to micro-economic models, describing the behavior of a 

panel of individual firms or households, and the dimension will correspond to items in a set. Sometimes they will be 

ordered, using the level of one variable, such as the income level for a set of households. Time can be introduced as an 

additional dimension, but possibly with a varying interval, either predetermined (phases of the moon) or unpredictable 

(periods of intense cold).  

1.2.7.1 Consequences of the discretization 

The time discretization of variables will be introduced in several ways, leading to: 

 

¶ Really instantaneous variables, measured at a given point in time: the capital on the 31st of December at 

midnight, in an annual model (defined as a stock variable). 

 

¶ averages: the average level of employment observed during a period. 

 

¶ flows: the goods produced during a period. 

 

The same economic concept might appear under several forms: inflation and price level, stock of debt and balance for 

the period, average and end-of-period employment levels and net job creations. For one household, we can consider 

the revenue, its yearly change, and the global revenue accumulated during its existence. 

1.2.7.2 The seasonality 

When models have a less than yearly periodicity, some series can present a specific distortion depending on the sub-

period inside the year. This can come from changes in the climate:  in winter the consumption of electricity will increase 

due to heating and lighting, but construction will be mostly stopped. It can be due to social issues: the concentration of 

holidays in the summer months can reduce production, and the coming of Christmas will increase consumption (in 

Christian countries). We are going here to provide a basic sketch of the problem, leaving a more serious description to 

specialized books like Ladiray and Quenneville (2001). 

 

Using unprocessed data can lead to problems: for instance the level of production in summer will be lower than what 

we could expect from labor and capital levels. This will disturb estimations and make model solutions more difficult to 

interpret. 

 

Two solutions can be considered:  

 

¶ IƴǘǊƻŘǳŎƛƴƎ ƛƴ ǘƘŜ ŜǎǘƛƳŀǘŜŘ Ŝǉǳŀǘƛƻƴǎ άŘǳƳƳȅέ variables associated to each sub-period. 

¶ Extracting from the series their seasonal component and producing a completely new set of values. 

 

 Of course one should not mix the two type of techniques in the same equation (or model).   

 

The second method will be favored, as it solves also the interpretation problem.  
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Several techniques are available, the most well-known being Census-X13 ARIMA, developed by the US Census Bureau 

and Statistics Canada14. But TRAMO-SEATS15 is also a common choice. Both are available under EViews. 

 

One must be aware that this process often reduces the statistical quality of estimations. For instance if demand is 

particularly high in the last quarter of each year, and imports follow, seasonally adjusting both series will make the link 

less clear, bringing less precise results. Even more obviously, the relation between demand for heating and temperature 

will lose power from seasonal adjustment. 

 

These examples show the main issue: in a one-equation model, the transformation is essential if the explanation 

contains a seasonal component, in addition to truly economic features. For instance, agricultural production will be 

lower in winter, even if the same level of labor, land, fertilizer, machinery is available.... Truly, at the same time, the use 

of fertilizer will decrease, and probably of labor too, but in a lower way. This means that the whole set of variables, both 

dependent and explanatory variables, must be seasonally adjusted.  

 

On the contrary, if all the seasonal explanation comes from the seasonality of explanatory elements, seasonally 

adjusting is not necessary, and even reduces the quality of estimations (with the variability of elements). One could use 

raw series to estimate an imports equation, using demand, rate of use of capacities and price competitiveness as 

explanatory elements.  

 

But what is true for one equation does not apply to the whole model. One cannot mix the two types of series, and this 

means seasonally adjusting will prevail in practice. 

1.2.7.3  Static and dynamic models 

To determine the equilibrium for a given period, some models will use only variables from this period: we shall call them 

static models. They correspond to the formulation: 

    

 

   
0),,,( =tttt uayxf

  

 

 

The most frequent case is that of input-output models, which use a matrix of "technical coefficients" to compute the 

detailed production associated to a given decomposition of demand into categories of goods, which itself depends only 

on instantaneous elements. 

 

 

   
FDAQ Ö=

 
 

 

 (A representing an n by n square matrix) 

 

 

                                                                 

14 http://www.census.gov/srd/www/x12a/ 

15 http://www.bde.es/webbde/es/secciones/servicio/software/econom.html 

http://www.census.gov/srd/www/x12a/
http://www.bde.es/webbde/es/secciones/servicio/software/econom.html
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)(QfFD=

 
 

 

On the contrary, dynamic models use variables from other periods. 

 

The reasons are quite numerous. They can be: 

 

¶ theoretical: some agents will be supposed to base their behavior on the observation of the past. Firms will 

increase their prices if the profits of the previous quarter have been too low. Or they will build their 

expectations of demand growth on the previous evolutions of the same variable. These two examples illustrate 

the main issues: using the past to create an image of the future (backward looking expectations), or to measure 

a previous gap between actual and target values, which the agent will try to close in the present period. 

 

¶ institutional:  the income tax paid by households can be based on their income of the previous period (this is 

the case in France, for the time being). 

 

¶ technical: if a model takes into account a variable and its growth rate, computing one from the other takes into 

account the previous level. 

 

One observes that each of these justifications supposes that influences come only from previous periods:  one will speak 

of (negatively) lagged influences. 

 

The formulation becomes therefore: 

 

 

   
0),,,....,,,,....,,( 11 =---- tltttktttt uaxxxyyyf

 

 

 

Let us go back to our model. We can observe already an undisputable lagged influence: most of present capital will 

come from the remaining part of its previous level. Any other case is still undecided. However, without going too deep 

into economic theory, one can think of several lagged influences: 

 

¶ For household consumption, we have already considered that adapting to a new level of revenue takes some 

time. This means it will depend on previous levels. If we detailed it into products, the previous level can have 

a positive influence (some consumptions are habit - forming) or a negative one (generally, people do not buy 

a new car every quarter): 

 

 

   
),....,,( 21 tttt HRICOCOfCO --=
 

 

 

¶ Firms invest to adapt their productive capacities to the level of production needed in the future. We can 

suppose that they build their expectations on past values. 

 

 

   
,....),,( 2--= tlttt QQQfI
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It is interesting to note that the previous formulation could be simplified, eliminating any lag larger than one by the 

addition of intermediate variables: 

 

 

   
0),( ,, =-ktjtit yyf

 

 

 

(where yi and yj represent variables, indexed by time t and t-k)  

 

is equivalent to  

 

 

   
0),( ,, =tjtit zyf  

 

 

   1,1,1 -= tt yz  

    1,1,2 -= tt zz
   

)( 2, -= tjy  

    ........ 

   1,2,1 --- = tktk zz
   

)( 1, +-= ktjy  

   1,1, --= tktk zz
   

)( , ktjy -=
 

 

 

in which a lag of k periods on a single variable has been replaced by k one period lags on as many variables (including 

new ones).  

 

The same method clearly allows eliminating lagged exogenous variables. 

 

On the investment equation of the example, this would give: 

 

 

   
)3,2,1,( ttttt QQQQfI =

 

 

   11 -= tt QQ  

 

   112 -= tt QQ  

 

  123 -= tt QQ
 

 

 

But if this method simplifies the theoretical formulation, it has the obvious disadvantage of artificially increasing the 

size of the model and reducing its readability, without producing additional information. Its interest is reserved to 

specific studies. For instance, assessing of model dynamics can call for the linearization of the model according to 
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present and lagged variables. The above transformation will limit the matrix system to two elements (with lags 0 and 

1), which will make further formal computations easier, and independent from the number of lags. 

 

It also allows us to use a simplified formulation in subsequent presentations: 

 

 

   
0),,,,( 1 =- ttttt uaxyyf

 

 

1.2.7.4  Particular case:  rational expectations 

It has appeared natural, in previous examples, to consider only negative lags. This will happen if we suppose that the 

anticipation of agents relies only on the observation of the past (and the present)16. 

 

To justify positive lag formulations, it is necessary to suppose: 

 

¶ That agents have the possibility, by their present decisions, to determine the future values of some variables 

(and the associated behavior can be formalized). 

 

¶ That agents anticipate perfectly the future (perfect expectations). 

 

¶ That the expectation by agents of specific evolutions has for consequence the realization of these evolutions 

(self-fulfilling expectations). 

 

¶ That agents build their expectations on the behaviors of the other agents17, for which they know the properties 

(rational expectations). Basically, this means that they are able to apply the model controlling the economy 

(but not necessary know its formulas), and the decision process defining its assumptions. For instance, they 

can forecast the investment program of the Government (depending on economic conditions), they know how 

firms and households will react, and they know the links between these elements (they are able to take into 

account the supply-demand equilibrium).  

 

¶ However, they do not necessarily know the unexplained part of the behaviors (which can be associated with 

the random term). If know only their distribution, we shall speak of stochastic rational expectations. EViews 

does not provide this feature at present (only one or the other). They also do not have to know the actual 

formulas, just be able to compute them. 

 

You do not have to believe in rational expectations to apply them. Producing alternate simulations with different 

assumptions on expectations will improve greatly the insight in one particular model or on economic mechanisms in 

general.  We shall present this later using a specific case. 

                                                                 

16 This use of proxies is made necessary by the absence of direct measurement of anticipations. Exceptionally, they 

can be obtained by surveys, leading to a specific estimation. 

17 Including the State. 
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1.2.7.5 Other case: continuous time models 

This also is a very specific area: some theoretical models will be formulated as a system of equations where variables 

appear as a function of continuous time, and variations (or growth rates) become exact derivatives. One ends up then 

with a system of differential equations, which one can be led to integrate. 

 

These models seldom evolve beyond a theoretical stage, if only for lack of statistical information. 

 

But some operational models, describing for instance the stock exchange, can reduce their periodicity to a daily or even 

shorter value. 

1.2.8 LINEARITY 

We will consider here the linearity relative to variables. The linearity relative to coefficients will appear in the chapter 

on estimation. 

 

The potential linearity of a model represents a very important property for its analysis as well as its solution. But first 

we must define the notion of linearity, which can be more or less strict. 

 

The most restrictive will be: 

 

 

   
01 =++Ö+Ö+Ö - tttt ubxCyByA

 

 

 

but one can let matrix elements change with time: 

 

 

   
01 =++Ö+Ö+Ö - tttttttt ubxCyByA

 

 

 

a definition again less restrictive will suppose linearity relative to the sole endogenous variables: 

 

 

   
0),(),(),( 1 =+++ - tttttt uaxJyaxHyaxG

 

 

 

or even relative to the endogenous of the period: 

 

 

   
0),,(),,( 11 =++Ö -- tttttt uaxyHyaxyG  

 

 

Using the multiplier as an example, we can already show that these properties affect the computation of derivatives of 

model solutions. We will detail later the consequences on convergence properties. 
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The first property tells that it does not depend on the initial equilibrium, or the period considered. Multiplying the shock 

by a given factor will have a proportional effect. It is enough to compute it once to know it once and for all. 

 

In the second case, the multiplier will depend only on the period. Starting from different base assumptions will not 

change the consequences of a given change. 

 

In the third case, the multiplier will depend also on the exogenous values (and the coefficients). It has to be re-computed 

each time these elements change (or have changed in the past except for one period ahead solutions), but can be stored 

until the next time they do.  

. 

The last case is similar to the third one. But convergence will be affected (see later). 

1.2.8.1 Practical cases of non-linearity 

It is obvious enough that a single non-linear equation makes the model non-linear, according to one of the previous 

definitions. Reasons for non - linearity are multiple; one will find in particular: 

 

¶ Expressions measured in growth rates (therefore possibly linear relative to the endogenous of the period).  For 

example the growth rate of wages can depend on inflation. 

 

¶ Expressions formulated as elasticities (generally integrated into logarithms). One will suppose for example that 

imports and domestic demand show proportional relative variations.  

 

¶ Ratios entering in behavioral equations. 

 

¶ Equations using elements at current prices, computed as the product of a quantity by a deflator (which shows 

the evolution of the price compared to a base year). For example, the trade balance will be obtained as the 

difference between the products of exports and imports at constant prices by their respective deflators. 

 

Sometimes this distinction is purely formal, and an adequate variable change will allow the return to a linear 

formulation. However, if we take into account the whole model, replacing by its logarithm a variable computed in 

elasticities will only transfer the problem if the level appears also in the model. 

 

Thus in our general example, if one uses for the exports equation the formulation: 

 

 

   bWDLogaXLog +Ö= )()(  

 

 

one can very well introduce variables )(XLogLX=  and )(WDLogLWD= , which will make the equation linear: 

 

 

   bLWDaLX +Ö=  

 

 

But it will be necessary, to introduce exports in the supply - demand equilibrium: 
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   XFDMQ +=+  

 

 

to add the non - linear equation 

 

 

   )(LXExpX=  

 

 

Therefore, most economic models presenting a minimum of realism will not be linear. But numerical computations will 

generally show that even for models including many formal non - linearities, the approximation by a linearized form 

around a model solution (denoted by an asterisk): 

 

( )( )( )( )( )( ) 0
**

111

*
=-+-+- --- tttttttttttt xxxfyyyfyyyf µµµµµµ  

 

is acceptable for general purposes. 

 

On the other hand the stability of the derivatives with time is much more questionable. 

 

Let us suppose the formulation for imports is: 

 

 

   bFDLogaMLog tt +Ö= )()(  

 

 

Linearizing it around a particular solution (noted *), we get 

 

 

    ****
/)(/)( tttttt FDFDFDaMMM -Ö=-  

 

 

Or 

 

 

   )(/)(
****

tttttt FDFDFDMaMM -ÖÖ=-  
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which will represent an adequate linear approximation of the connection between M and FD, provided that M and FD 

do not move too far away from their base value18. This base value might represent a reference path, from which actual 

values differ due to a change in assumptions.  

 

But, if we restrict further the expression to a constant influence (linearity to constant coefficients), 

 

 

   )()(
**

tttt FDFDaMM -Ö=-  

 

 

 the approximation can be accepted only if the ratio M / FD does not change too much with time. This is not generally 

true: the expansion of international trade has led, and still leads, to a sustained growth of the share of imports in 

domestic demand, for most countries. The ratio M * / FD * will grow strongly with time, and the last formulation will be 

quite inadequate for forecasts. 

1.2.9 OTHER PROPERTIES 

1.2.9.1 Continuity 

We consider here the continuity of the whole set of endogenous variables relative to assumptions (exogenous variables, 

parameters). It is almost never verified formally, but should only be considered within the set of acceptable solutions 

(and assumptions).  

 

For instance, most models use ratios, which is acceptable if the denominator can never become null (like the 

productivity of labor measured as the ratio of production to employment). Or using logarithms to link imports to 

demand requires (logically) that those elements are strictly positive. In other words, a fully linear model can produce a 

negative GDP, but this does not make it less operational if this value is associated with absurd assumptions or 

coefficients. 

 

So even if all models show non-continuity potential, it should never occur in practice. We can think of only three cases: 

 

¶ The model framework is correct but something is wrong with its elements: the numerical assumptions, the 

estimated coefficients. 

 

¶ The algorithm used for solving the model leads to absurd values (more on this later). 

 

¶ The behavioral equations are wrongly specified. As we also shall see later, it can be dangerous to put together 

elements without a previous assessment of the associated mechanisms (for instance using logarithms as a 

natural solution).  

 

It is necessary, however, to distinguish these absurd cases from those where the discontinuity applies to the derivative 

of a variable differentiable by pieces, as we are going to see in the following paragraph. 

                                                                 

18 In other words, if the terms of the derivative are negligible beyond the first order. 
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1.2.9.2 Differentiability  

It is less necessary, but its absence can lead to problems in the system solving phase, as well as in the interpretation of 

results. 

 

Separating from the previous criteria is not always straightforward, as the non-derivability of one variable can 

correspond to the discontinuity of another: a discontinuous marginal productivity can make the associated production 

non-differentiable at points of discontinuity. 

 

Returning to the example, we could formalize household consumption in the following manner: 

 

¶ They receive a constant share - a - of production Q.  

 

¶ Under an income threshold - R - they consume a share c0.  

 

¶ On the supplement they consume a share c1. 

 

The consumption equation will become: 

 

 

   ))(,0max()01(0 tttt RQaccQacCO -ÖÖ-+ÖÖ=  

 

 

At the point Q = R / a, CO is not differentiable (the derivative to the left is c0.a, to the right c1.a). And the sensitivity of 

consumption to income is not continuous. 

 

This derivative is not purely formal: it defines the marginal propensity to consume (consumption associated to a unitary 

income increase), which can appear itself in the model, at least as a descriptive element. 

 

At the household level, the evolution of income tax as a function of revenue (with rates associated to brackets) would 

represent another example, determining disposable household income. 

1.2.9.3 Existence of a solution 

It is obviously necessary for the model to have a solution, at least when it is provided with acceptable assumptions19.  

But the potential absence of a solution is present in many formal systems, including linear models. This absence of 

solution is generally logically equivalent to the existence of an absurd solution, as one can illustrate on the following 

case. 

 

Let use consider a model with n+1 endogenous variables: X (dimension n) and x (a single variable). We shall describe it 

as f, a vector of formulas (dimension n+1), in which x appears as an argument of a logarithm,  

 

 

   0))log(,,( =xXxf     

                                                                 

19 Refusing to provide a solution for absurd assumptions should rather be considered as a quality. 
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If none of the positive values of x ensures the solution of the complete model, it has no solution.  

 

In other words, taking the argument of the logarithm as a parameter a 

 

 

   0))log(,,( =aXxf  

 

 

and making it vary in R+, solving the associated model on x and X never will provide a value of x equal to this parameter. 

 

The model has obviously no solution. 

 

But if the model builder has used a formulation in logarithms, he has probably not considered letting the argument take 

negative values. By replacing the logarithm by some other expression giving similar values, we would probably have 

obtained a solution. But if the variable remains negative, this solution would have been unacceptable. 

 

To illustrate this case, we are going to reduce the usual model to a three equations version. 

 

Production adapts to demand corrected by imports and exports, the last being exogenous: 

 

 

    [1]   XFDMQ +=+  
 

 

as for demand, one supposes that its relative variations are proportional to those of production: 

 

 

    [2]   bQLogaFDLog +Ö= )()(  
 

 

And imports are a share of demand 

 

 

    [3]   FDcM Ö=  
 

 

Let us suppose that one has obtained by estimation in the past:  a = 1.05 and b > 0, justified by a level and growth of 

demand generally superior to production, obviously associated to imports greater (and growing faster) than exports. 

 

Now, let us produce a forecast.   

 

The model can be reduced into: 
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   ώмΩϐ   XcQFD --= )1/(  

 

 

(from (1) and (3)) 

 

 

   ώнΩϐ   )exp(bQFD aÖ=   

 

 

from (2) 

 

and  

 

 

   ώоΩϐ   ))exp()1/(1(/ 1 bQcQX a Ö--= -

 
 

 

Obviously, if Q grows (as a-1 = 0.05), the negative element will become eventually higher that the positive one, which 

means that Q can only be negative, which is impossible as it enters in a logarithm in equation (2). The model has no 

solution.  

 

Of course, these mathematical observations have an economic counterpart. In the long run, final demand cannot grow 

continuously faster than production, if imports are a share of demand and exports are fixed.  Assumptions, therefore, 

are not consistent with the estimated formula. 

 

One will notice that the absence of solution is due here to the implicit adoption of a condition verified numerically on 

the past, but not guaranteed in general. This will be in practice the most frequent case. 

1.2.9.4 Uniqueness of the solution 

The uniqueness of the solution, for given (and reasonable) values of parameters and assumptions, is also very important. 

Indeed we do not see how one could use a model which leaves the choice between several solutions, except maybe if 

this freedom has a precise economic meaning. 

 

In practice, most models are highly nonlinear if you look at the equations, but the linear approximation is rather accurate 

within the domain of economically acceptable solutions. This limits the possibility of multiple equilibriums: if the system 

was fully linear, and the associated matrixes regular, there would be indeed a single solution. However, as we move 

away from this domain, the quasiςlinearity disappears, and we cannot eliminate the possibility of alternate solutions, 

probably far enough from the reasonable solution to appear quite absurd. Fortunately, if we start computations inside 

the domain, an efficient algorithm will converge to the acceptable equilibrium, and we will never even know about any 

other. 

 

The most significant exception will be that of optimization models, which look for values of variables giving the best 

result for a given objective (for example the set of tax decreases which will produces the highest decrease in 
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unemployment, given a certain cost): if several combinations of values give a result equal in quality20, this lack of 

determination will not undermine the significance of the solution. The existence of several (or an infinity of) solutions 

will represent an economic diagnosis, which will have to be interpreted in economic terms21. 

 

Another case appears when the formula represents the inversion of another formula giving a constant value, at least on 

a certain interval. For example, if over a certain threshold of income households save all of it: 

 

 

   )),(min( *COQfCO=  

 

 

Then the income level associated with CO * will represent the total set of values higher than the threshold. 

 

In the general case, the main danger appears in sensitivity studies: if one wants to measure and interpret the economic 

effects of a modification of assumptions, the existence of a unique reference simulation is an absolute necessity.  

Finally, finding several solutions very close to each other might come from purely numerical problems, due to the 

imprecision of the algorithm: any element of the set can then be accepted, if the difference is sufficiently low. 

1.2.9.5 Convexity (or concavity) 

The convexity of the system, that is the convexity of the evolution of each endogenous variable with each exogenous 

variable and parameter taken individually (or of a linear combination of them), can be requested by some algorithms, 

especially in optimization. In practice it is very difficult to establish, and even rarely verified. At any rate, this 

characteristic is linked to the definition of variables, and a single change of variables might make it disappear. 

 

1.2.10 CONSTRAINTS THE MODEL MUST MEET 

In addition to its theoretical validity, the model will have to meet a set of more technical constraints. 

1.2.10.1 Global compatibility 

Constraints of compatibility will bear in practice: 

 

a - on the endogenous between themselves: one cannot let the model compute variables independently if they are 

linked by a logical relationship, accounting or theoretical. For example, if the consumer price enters in the determination 

of the wage rate, it also will have to be influenced directly by the (estimated) price of local production. Or the 

employment level has to affect household revenue and consumption through a sequence of links. 

 

Accounting balances must be verified: once household revenue has been computed as a sum of elements, an increase 

in consumption must produce the associated decrease in savings. 

 

                                                                 

20 For instance if the model is too simple to differentiate the role of two taxes. 

21 provided the algorithm used for solving the model is able to manage this indetermination. 
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Maybe the most important issue lies with the « supply = demand » identity, which will have to enforced both in at 

constant and current prices. This can lead either to use one of its elements to balance the equation, or to distribute the 

residual over the global set of elements on one side. By formulating total supply and demand as: 

 

 

   
 

 

And 

 

 

   
 

 

One will use for instance, either     

 

 

  

  D = O- Dm j

j=1

m-1

ä
 

 

 

Or one will correct the set of demand variables by multiplying each of them by the uncorrected ratio O / D. 

 

In most cases the equilibrium at constant prices will be enforced automatically. It can be written as: 

 

 

   Local production + Imports = Local demand + Exports 

 

 

Or identifying intermediate consumption: 

 

 

   Local GDP + Intermediate consumption + Imports = Local final demand + Intermediate consumption + Exports 

 

 

¶ With only one product, intermediate consumption can be discarded, and one will generally use the equation 

to compute GDP, controlling that it does not get higher that productive capacity22 . 

 

                                                                 

22 This can be obtained by a share of imports growing with constraints on local productive capacity. 

  O= Oi

i=1

n

ä

  D= D j

j=1

m

ä
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¶ With several products, we must consider as many equilibrium equations, in which the supply of intermediate 

consumption goods sums inputs needed for production of the good, and the demand for intermediate 

consumption goods sums the intermediate uses of the good itself. 

 

 

   

i

j

jiii

j

iji XICFDMICQ ++=++ ää ,,

 
 

 

If we suppose that returns to scale are constant, the vector of value added by good will come from a matrix 

transformation. The constraint on capacity will be achieved in the same way as above (provided a capacity equation can 

be obtained). 

 

Defining ci,j as the quantity of good i needed to produce one unit of good j, we get: 

 

 

   

ij

j

jiiii

j

iji XQcFDMQcQ ++=++ ää ,,

 
 

 

Or in matrix terms 

 

 

   
XQCFDMQCQ t +Ö+=+Ö+

 
 

 

or  

 

 

   
Q I C C FD X Mt= - + + --( ) ( )1

 
 

 

Using this framework will automatically enforce the supply-demand equilibrium for all goods. 

 

In practice, most of the problem comes from the equilibrium at current prices. If demand prices are computed 

individually using behavioral equations, there is no chance the equilibrium will be met. The process described earlier 

will in practice correct the prices. With S and D as supply and demand elements at constant prices, ps and pd as the 

associated deflators, we can compute the global values as: 

 

   
ä

n

1=i

iiSps=SV   

   

ä
m

1j=

jjDpd=DV  

 
 

The first option will compute a specific price  
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m

1-m

1j=

jm D/)DV-(SV=pd  ä
 

 

and the second 

 

   
j

m

1j=

jj

'

j pd)Dpd(SV/=pd  ä
 

 

where the άpdέ elements are the independently computed demand prices, and the άpd'έ elements the corrected values. 

 

The correcting factor: 

 

   

ä
m

1=j

jjDpdSV/ =r   

 
 

can also be written as 

 

   

)Dpd'(SV/r  =r   
m

1=j

jjä
 

 

which with  

 

 

  
  pd = r pdj j

'

 
 

 

ƎƛǾŜǎ ŀ ǎŜǘ ƻŦ Ŝǉǳŀǘƛƻƴǎ ŜƴǎǳǊƛƴƎ ǘƘŜ ŜǉǳƛƭƛōǊƛǳƳΦ !ǎ άǊέ ƳŜŀǎǳǊŜǎ ǘƘŜ ǇƻǘŜƴǘƛŀƭ ŘƛǎŎǊŜǇŀƴŎȅ ōŜǘǿŜŜƴ ǎǳǇǇƭȅ ŀƴŘ 

demand, one must check that it is not too different from one. 

 

The following issues appear:  

 

¶ With the first method, which element should be used to balance the system? The choice is between 

 

o A small and unimportant variable, to reduce the consequences for model properties; perhaps even a variable 

which has absolutely no influence on the rest of the model. 

 

o A variable with large value, to reduce the correcting factor 

 

¶ The second method represents an extreme application of the first one, where all variables on one side are 

affected in the same proportional way. 

 

Actually none of the solutions dominates clearly, the worst being in our sense the very first, which is the same as 

accepting de facto an imbalance, hidden but with potentially damaging consequences. Also, the second could be 

associated with a converging economic process, while the first can have no economic interpretation whatsoever. 
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In fact, one should concentrate on limiting the size of the correction itself. One could represent the problem as 

eliminating toxic waste: instead of storing it in a specific location (hidden or not), or spreading it all over the place, the 

best solution is clearly to reduce its production as much as possible. This means that the initially computed prices should 

be designed to give naturally close values to global supply and demand. 

 

b - on exogenous -> endogenous connections: Connections must be formulated with care. For example, if the social 

contributions rate is defined as an exogenous variable in the model, it has to enter in all computations of contribution 

levels. In particular, it cannot coexist with an exogenous representation of contributions, or one using an estimated 

coefficient. 

 

To avoid this type of error, a systematic study of model properties must be undertaken before any operational 

application: in our example, this would mean checking that an increase of the social contribution rate has all expected 

effects on State revenues as well as on the accounts and behaviors of other agents. 

 

Also, the true exogenous concept should be decided. Concerning contributions, the decision variable is clearly its rate, 

while the associated revenue is influenced by endogenous prices and employment. 

 

c - on the exogenous between themselves: one should avoid defining two variables as exogenous if they are linked (in 

any direction) by a logical relationship. If possible, one should endogenize one of them by formalizing this connection. 

 

Let us suppose for example that a model for France uses two exogenous measures of the prices established by its foreign 

competitors: in foreign currency and in Euros (with a fixed exchange rate). To take into account an increase of foreign 

inflation, these two variables will have to be modified simultaneously. This is as best more complex, and can lead to 

errors if one is not careful enough, while it can be avoided simply by endogenizing the price in Euros as the product of 

the price in foreign currency by the (exogenous) exchange rate. 

 

However, establishing such links is not always possible. For instance, in a national model, foreign prices and foreign 

production are exogenous, but also clearly influenced by each other. But the nature and importance of the link are 

highly variable. For instance, a decrease in foreign production can produce world deflation,23 while inflation can reduce 

exports and production. To describe them completely one should have to resort to a foreign or world model. An 

intermediary solution could be to establish a set of linear multipliers linking these elements, but generally the model 

builder himself will take care of the problem by producing a set of consistent assumptions (with perhaps some help 

from specialists of the world economy, or from a separate model). 

 

d - on endogenous->exogenous connections:  they are obviously proscribed, because contrary to the preceding links 

the model builder cannot master them. They will be found in some models, however, through the presence of the 

following exogenous: 

 

¶ Elements measured in constant terms, while they should change with economic activity. 

¶ Deflators, which should depend on other deflators. 

¶ Elements measured in current terms, for both reasons. 

 

                                                                 

23 This is the case for the MacSim world model we shall present later. 
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If the associated model can possibly produce correct estimates and even forecasts, it runs the risk of showing abnormal 

sensitivity properties. Let us take an example: 

 

Let us suppose household income HI is composed  

 

¶ Of the wage revenue, computed as the product of employment by the wage rate:  LT . W. 

¶ of other exogenous revenues 

 

Salaries will be indexed perfectly on prices:   

 

    

   CPIWRW Ö=  

 

 

One will have therefore:  

 

 

    HIQLTCPIWRRHI +ÖÖ=  

  

 

This equation might perform well in forecasts. But if a change in the assumptions makes prices increase, the purchasing 

power of total wages will remain unchanged, but for the complement HIQ it will be reduced in the same proportion as 

the price rise: 

 

 

   )/()/()/( CPIHIQCPICPICPIHIQ ÖD-=D  

 

 

One can question this assumption. Some elements in non-ǿŀƎŜ ǊŜǾŜƴǳŜ όǎƻŎƛŀƭ ōŜƴŜŦƛǘǎΣ ǊŜƴǘǎΣ ŦƛǊƳ ƻǿƴŜǊΩǎ ǇǊƻŦƛǘǎΣ 

independent workers revenue) are more or less indexed, and can even be over indexed in the case of interests payments 

(the interest rate should increase with inflation). Others, associated to differed payments (dividends, income tax) will 

not change immediately. The global sensitivity to prices is not clear, but a null value is obviously not correct. 

 

We will face the same problem with a change in GDP: 

 

 

   )/()/()/( QHIQQQQHIQ ÖD-=D  

 

 

where we cannot suppose that revenue does not change (grow) with economic activity. Some elements do not, or show 

a limited sensitivity (pensions) but dividends and the revenue of owners of small firms certainly do. 

 

In conclusion, even when a variable measured at current prices has no theoretical content, it should not be kept 

exogenous, especially if it can be supposed to grow at constant prices. It is general better to consider as exogenous its 

ratio to another variable, supposed to follow the same trend (in the absence of idea, one can use plain GDP). The model 

equation will compute the variable by applying the exogenous ratio. This is also can be valid for variables at constant 

prices (which generally increase with production), to the exception of decision variables identified as such. 
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In the case above, one could write: 

 

 

    hiqrQCPILTCPIWRHI _ÖÖ+ÖÖ=  

 

 

in which the introduction of Q links additional revenue to the global growth of the economy. 

1.2.10.2 Homogeneity 

 

If some equations in a model do not meet homogeneity constraints, this endangers its properties, particularly its 

sensitivity to shocks.  Let us quote some cases: 

 

¶ Linear relationships between values and quantities.  The equation: 

 

   CO (consumption at constant prices) = a HRI (current income) + b is not only absurd from a theoretical viewpoint, but 

will lead in the long term to a level of savings 

 

 

   )( bHRIaCPIHRIS +ÖÖ-=  

 

 

that will become clearly negative over a certain price level. 

 

¶ Mixing logarithms and levels.  Similarly, the equation: 

 

 

   bHRILogaCO +Ö= )(  

 

 

(this time the two elements will be measured in quantities) makes the ratio CO / HRI decrease to 0, and therefore the 

savings rate to 1, when HRI grows indefinitely. 

 

This last example shows however a limit to the argument: on short periods the equation can present a satisfactory 

adjustment, as the consumption to income ratio (propensity to consume, complement to 1 of the savings rate) 

decreases effectively with income. It is the speed of the decrease, and its long-term evolution, that is questioned here. 

1.2.10.3 Constants with dimension 

The problem is identical to that of the exogenous with dimension. It invites a careful study of the theoretical content of 

the constant. Furthermore, as most variables grow with time, the influence of the constant will generally decrease or 

even disappear in practice. We shall address this issue later, on a practical case. 

1.2.11 NORMALIZATION AND IDENTIFICATION 
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Once equations are estimated, the problem of normalization remains. We have seen that very often the estimated 

formula will not explain a variable, but an expression (logarithm, growth rate, ratio, or a more complex expression). But 

some simulation algorithms ǿƛƭƭ ǊŜǉǳŜǎǘ ŀ ƳƻŘŜƭ ŀ ǎǇŜŎƛŦƛŎ ŦƻǊƳΣ ŎŀƭƭŜŘ άƛŘŜƴǘƛŦƛŜŘέΣ ƛƴ ǿƘƛŎƘ ŀ ǎƛƴƎƭŜ ǳƴǘǊŀƴǎŦƻǊƳŜŘ 

variables appears on the left hand side: 

 

 

   
),,,,( 1 tttttt uaxyyfy -=

 

 

 

This means the model builder might have, after estimation, to transform the formulation: this operation is called the 

normalization of the model.  

 

The advantage is double: 

 

¶ The application of some solution algorithms is made easier. In some cases (Gauss-Seidel), this form is actually 

requested. 

 

¶ This type of formulation allows a better interpretation of the process determining the equilibrium, provided 

each equation can be interpreted as a causal relation. If the equation describes a behavior, the economist 

should have placed to the left the element it is supposed to determine, conditional on the elements on the 

right. This is what we can (and will) do naturally in our example. For instance, the equation describing the 

choice by households of their consumption level will place naturally the variable "consumption" to the left. 

 

The vast majority of equations will take naturally an identified form. Sometimes, a simple transformation will be 

necessary, however. Perhaps the most frequent nonlinear operator is the logarithm, associated with the integration of 

a formula in elasticities. 

 

 

    (...)/ fxdx =  
 

 

represents 

 

 

   
dxfxLog Ö=ñ(....))(

 
 

In this case, one just needs to replace: 

 

 

   (....))( fxLog =  

 

 

by 

 

 

   (....))exp(fx=  



44 

 

 

 

If you use EViews24, the software will do it for you.  You can write the equation using the first form, and the package will 

normalize the equation itself, computing x. This is also true if the left-hand element contains several variables, but allows 

straightforward normalization. The most frequent cases are: 

 

 

   A change in logarithm: (....))/( 1 fxxLog tt =-  

 

   A growth rate: (....)/)( 11 fxxx ttt =- --  

 

   A ratio:   (....)/ fyx tt =  

 

 

To choose which variable to compute, EViews will take the first variable in the specification of the equation.  This simple 

method will be applied even if the variable has been identified as computed by a previous equation. For instance in our 

model, if we introduce the estimation of imports M, then state: 

 

 

  
XFDQM +=+  

 

 

EViews will give an error message, as M appears to be computed twice. 

 

Moreover, when an equation is forecasted individually, one can chose between the computation of the left hand term 

and the element which determines it, for instance M or Dlog (M) for our imports equation. 

 

However, EViews does not solve analytically any equation for the variable. For instance: 

 

 

   (....))/( fMQM =+  

 

 

will be translated into: 

 

   

   (....))( fMQM Ö+=  

 

 

introducing a non-recursive process over M. 

 

In any event, normalizing  the general equation  

                                                                 

24 Or most packages of the same type. 
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   0,....)( =yf  

 

 

is possible by adding on both sides the same variable, which gives: 

 

 

   ,....)(yfyy +=  

 

 

However the convergence ƻŦ ŀ ƳƻŘŜƭ ŘŜŦƛƴŜŘ ƛƴ ǘƘƛǎ ƳŀƴƴŜǊ ƛǎ ƻŦǘŜƴ ŘƛŦŦƛŎǳƭǘ ǘƻ ƻōǘŀƛƴ όŦƻǊ ƛƴǎǘŀƴŎŜ ƛŦ άŦέ ƛǎ ǇƻǎƛǘƛǾŜƭȅ 

ƭƛƴƪŜŘ ǘƻ ȅύΦ  Lƴ ǘƘŀǘ ŎŀǎŜΣ ƻƴŜ Ŏŀƴ ǳǎŜ όǘƘŜ ǾŀƭǳŜ ŦƻǊ άŀέ Ŏŀƴ ōŜ ƴŜƎŀǘƛǾŜύΥ 

 

 

   ,....)(yfayy Ö+=  

 

 

Stronger simplifications are sometimes possible and will be approached with the numerical solution process. 

 

Identification is not always economically straightforward: in our example,  when balancing demand and supply, we can 

observe that three last variables (Final demand, Exports and Imports) are going to be determined by their own equation 

(the sum of its elements for the first, estimated equations for the others). This means that balancing must be done 

through GDP, and we must write the equation as: 

 

 

   XFDMQ +=+  

 

 

or  

 

 

   XMFDQ +-= )(  

 

 

which makes its theoretical content clearer as: production must (and can) satisfy both exports and the non-imported 

part of domestic demand.  
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1.2.12 CONCLUSION 

It must be clear by now that the formal definition of the whole set of equations represents with the estimation of 

behavioral equations an iterative and simultaneous process: 

 

¶ Behavioral equations start from an initial theoretical formulation to evolve gradually to their final form by 

reconciling this theory with data and estimation results.  

 

¶ Accounting equations have been defined as precisely as possible in the preliminary phase, to establish a 

coherent framework, but they often will have to adapt to the evolution of behavioral equations. Let us suppose 

for example that the first estimation results suggest excluding from the econometric explanation of exports 

their agricultural component, setting it as exogenous: a new equation and variable will appear, and the 

equation for total exports will become an identity.  
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2 CHAPTER 2:  MODEL APPLICATIONS 

1.  

2. We shall now give a panorama of applications using models. Comments will be centered on the example of economic 

models, and more particularly on the macro-economic ones. But most of the observations can be transposed to the 

general case. 

 

3. For each of these applications, technical details shall be left to the "implementation" part (chapter 7). To understand 

these practical aspects of the use of models, one must first know about the way they are built, described later in chapters 

4 to 8. 

2.1 OPERATIONAL DIAGNOSES 

4. The most natural use of a model seems to be the evaluation of the economic future, whether as its most probable 

evolution or as the consequences of some decisions. Assumptions concerning the future will be injected into the model, 

and its solution will produce the requested diagnosis. Thus one will seek to anticipate the evolution of the main 

aggregates of the French economy until the year 2020, taking into account assumptions on the evolution of international 

economy. 

2.1.1 DIFFERENT TYPES OF DIAGNOSES:  SCENARIOS AND SHOCKS  

Two types of forecasts can be considered: scenarios and shocks. 

 

¶ In a scenario, one is interested in absolute results, and associating to a full set of assumptions a future evolution 

of the economic equilibrium. One might seek to obtain  

 

o forecasts on the basis of most probable assumptions  

o forecasts associated to a given set (like ŀ ǇŀǊǘȅΩǎ ǇǊƻƎǊŀƳύ 

o an evaluation of the scope of potential evolutions 

o assumptions allowing to reach specific economic targets. 

 

¶ On the contrary, with a shock, one starts from a base simulation (often called "reference forecast" or 

άōŀǎŜƭƛƴŜέύΣ ƻǊ ŀ simulation on the historical period, and measures the sensitivity of the economic equilibrium 

to a change of assumptions. Two economic paths will then be compared (on the past, one of them can be the 

historical one). 

 

These shocks can be more or less complex, from the modification of a single assumption to the testing of a new 

economic policy25. 

 

These two techniques, scenarios and shocks, before the production of any operational policy diagnosis, will play an 

important role in the model validation process.   

                                                                 

25 However, this new policy should stay within the economic framework of the original model. 
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2.1.2  ADVANTAGES OF MODELS 

Now that we have described the characteristics of models and their basic use, we shall discuss the advantages they 

bring (and their failings too). 

 

Relative to the diagnosis provided by a human expert, advantages common to all models will: 

 

¶ Guarantee the accounting coherence of the resulting equilibrium. 

 

¶ Take into account a practically unlimited number of interdependent influences.  

 

¶ Provide an explicit formalization of behaviors, allowing an external user to interpret them. 

 

¶ Produce an exact and instantaneous computation of associated formulas. 

 

¶ Adapt immediately the full system to a local change of theoretical formulation. 

 

 but also  

 

¶ Allow the stability of reasoning, for human users of an unchanged model.  

 

¶ Provide the possibility of formal comparisons with other models. 

 

This forecasting ambition was already the basis for the construction of the first models. But this type of use has benefited 

(since the 1970s) from some evolutions: 

 

¶ The progress of economic theory, allowing the formalization of more sophisticated mechanisms, better 

adapted to the observed reality. 

 

¶ The progress of econometrics, giving access to the statistical method that will produce the most reliable 

formulation associated with a given problem, and to test more complex assumptions.  

 

¶ The improvement of numerical algorithms, both for computation speed, and solving more complex systems.  

 

¶ The simultaneous improvement of computation hardware allowing to process problems of growing size, by 

increasingly complex methods.  

 

¶ The progress of modelling science, in producing models better adapted to the original problem, facilitating the 

production of assumptions, and reducing the cost of reaching acceptable solutions. 

 

¶ The production of computer software specialized in model building, increasingly efficient, user-friendly, and 

connected with other packages. 
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¶ The improvement of the reliability of data, and the growth of the available sample, regarding both the scope 

of series and the number of observations (years and periodicity)26. 

 

¶ The easier communication between modellers, through direct contact and forums, allowing to communicate 

ideas, programs and methods, and to get the solution to small and large problems already addressed by others. 

 

2.1.3  A CERTAIN REASSESSING 

However, the use of  models has engendered criticism from the start, using often the term « black box », describing the 

difficulty in controlling and understanding a set of mechanisms often individually simple but globally very complex. 

 

In recent decades criticism has mounted, to the point of calling for a global rejection of traditional όάǎǘǊǳŎǘǳǊŀƭέύ models. 

Surprisingly, critics often find their arguments in the above improvements. One can find: 

 

A utilitarian critique: models have proven unable to correctly anticipate the future. If this observation has appeared (in 

the beginning of the eighties), it is obviously not because the quality of models has declined. But information on model 

performance is more accessible (some systematic studies have been produced), and the fluctuations following the first 

oil shock have made forecasting more difficult. In periods of sustained and regular growth, extrapolating a tendency is 

very easy for experts as well as for models.27 Paradoxically, the emergence of this criticism has followed, rather than 

preceded, the increasingly direct intervention of model builders and their partners in forecasting results. 

 

An econometric critique: modern techniques require a quantity and a quality of observations that available samples 

have not followed. A gap has opened between estimation methods judged by econometrics theoreticians as the only 

ones acceptable, and methods really applicable to a model28.  

 

A theoretical critique: the development of economic theory often leads to sophisticated formulations that available 

information have difficulty to validate. And in any event many areas present several alternate theories, between which 

any choice runs the risk of being criticized by a majority of economists. Thus in the monetary area, going beyond a basic 

framework leads to rely on information unavailable in practice, or on formulations too complex to be estimated. 

 

A mixed critique: users of models are no longer passive clients. They criticize formulations, as to their estimated 

specification, or their numerical properties. This evolution is paradoxically favored by the improvement of the logical 

interpretation of economic mechanisms, itself fathered essentially by economic knowledge (even the economic 

magazine articles use implicit macroeconomic relations) and modelling practice (the population of clients includes more 

                                                                 

26 However, the size of samples does not necessarily grow with time. In a system of national accounts, the base year 

has to be changed from time to time, and the old data is not necessarily converted. 

27 One could argue that recent years have presented a regular degradation of the activity.  But apart from the fact that 

this observation is disputable, forecasters have often the temptation to anticipate an exit from a crisis, leading to a 

forecasting bias. 

28 Actually, the sample size required by present techniques (50 or better 100 observations) limits the possibility of 

estimating equations using deflators or variables at constant prices. Even using quarterly data, separating values into 

prices and volumes is quite questionable 15 years from the base period. 
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and more previous model builders or at least followers of courses on modelling). One could say that model users ask 

the tool to go beyond their own spontaneous diagnosis, and they want this additional information to be justified. 

 

It is clear that these criticisms grow in relevance as the goal grows in ambition. Forecasts are more vulnerable than 

simple indicative projections, which seek to cover the field of the possible evolutions. As for policy shock studies, they 

are not prone to errors on the baseline assumptions, if we discount non-linearities29. 

 

This relevancy also will depend on credit granted to results. One can use figures as such, or be content with orders of 

magnitude, or even simply seek to better understand global economic mechanisms by locating the most influential 

interactions (possibly involving complex causal chains). In our sense, it is in this last aspect that the use of models is the 

most fruitful and the least disputable30. 

2.2  THEORETICAL MODELS 

Contrary to previous models, theoretical models may be built for the single purpose of formalizing an economic theory. 

It may be sufficient to write their equations, associating to a theoretical behavior a coherent and complete system. 

Reproducing the observed reality is not the main goal of these models, and it is not mandatory to estimate parameters: 

one can choose an arbitrary value, often dictated by the theory itself. In fact, this estimation will often be technically 

impossible, when some of the variables used are not observed statistically (the goals or expectations of agents for 

example). 

 

However, even based on an artificial series and arbitrary parameters, the numerical simulation of these models can be 

interesting. Actually, the formulas are often so complex that solving the model numerically will be necessary to observe 

its solutions as well as properties (such as the sensitivity of solutions to assumptions and to coefficients).  

2.3  QUANTIFIED SMALL MODELS 

2.3.1 WITH SCIENTIFIC PURPOSE 

These models represent an intermediate case. One seeks a realistic representation of the economy, adapted to 

observed reality, but sufficiently simple to accept the application of complex analysis methods (and the interpretation 

of their results). In addition to scientific research, this study can be done to measure and to analyze properties of an 

operational model on a simplified representation (in the eighties MiniDMS, then MicroDMS have been used to 

characterize the Dynamic Multi Sectorial model of INSEE). 

 

There are two categories of methods:  

                                                                 

29 With a linear model, the consequence of a shock  depends only on its size, not on the simulation it starts from. 

30 One example is the impact of a decrease in local tariffs. Ex ante it increases imports (a negative demand shock). Ex 

post it decreases local factor costs (with cheaper investment and cheaper labor, indexed on a lower consumption 

price). This leads to more local capacity and competitiveness, both on the local scene (limiting the imports increase), 

and the foreign one. In most models, GDP decreases then grows. 

The full interpretation of such a shock provides a lot of information, even if one remains at the non-quantitative level. 
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¶ άExternalέ methods will use model simulations to observe its quantitative properties, and infer a descriptive 

comment, both statistical and economic. 

 

¶ άInternalέ methods seek to explain properties of the model by its structural characteristics, using mathematical 

tools. This does not necessarily call for actual simulations. 

2.3.2 WITH AN EDUCATIONAL PURPOSE 

Although often of the same type as the ones above, these models try to present economic mechanisms as complete as 

possible, based on real data, under an interpretable and concise form. If necessary, one will favor the message contained 

in the presentation over the respect of statistical criteria. 

 

This is the case of the MacSim package, allowing students to interpret international mechanisms and interactions. 
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3  CHAPTER 3:  MODEL TYPES 

 

We shall now try to establish a classification of models, focusing on the link between the ƳƻŘŜƭΩǎ ŎƘŀǊŀŎǘŜǊƛǎǘƛŎǎ ŀƴŘ 

the goal for which it has been built. 

3.1 THE FIELD 

The field described by a model is characterized by the variables it computes, but also by assumptions it takes into 

account. 

 

In the economic model subset, we can consider: 

 

¶ A geographical field: national models, multinational models, world models. These last can be built in two ways: 

by putting together preexisting national models, with potentially quite different structures, or by building 

simultaneously country models of identical structure, possibly with a single team of modellers. We shall deal 

with this later. 

 

¶ A theoretical field: the theory used for the formalization of the model may or may not approach specific 

economic aspects. A Keynesian model might limit the treatment of monetary aspects. A short-term model will 

not formalize demographic evolutions. 

 

¶ A field of units: a model might present only variables at constant prices, or physical quantities like barrels of oil 

or number of pigs.  

 

¶ A field of agents: a model will describe the behavior of a single agent: households, the State, firms. 

 

¶ A field of goods: a model might consider only the production and the consumption of one good, for example 

energy. An energy model can use physical units. 

 

There are other types of fields. However, the distinction is not always easy: some models will describe summarily a 

global field, except for a certain aspect on which it will concentrate. An energy model, to take into account interactions 

with the rest of the economy, will have to model it also, but not in the same detail. And it can mix physical units (barrels 

of oil or gigawatts) with national accounts elements. 

 

On the other hand, it always will be possible, and made easier by some modelling packages, to change (actually to 

restrict) at the time of simulation the scope of the model. The distinction is then no longer permanent: a multi-national 

model can be used to simulate a complete evolution of the world economy, but its user can also restrict calculations to 

the evolution of a group of countries or even a single one, the other elements being fixed. One can simulate a model of 

the real economy with or without additional monetary features. Or a model using normally rational expectation 

elements can drop them to become purely backward looking. 
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3.2 THE SIZE 

The history of modelling shows that for a long period new models generally have seen their size grow, for the reasons 

cited earlier: the progress of model-building techniques, the increased availability of data, the faster computer 

computations. Additionally, for any given model, size increases regularly in the course of its existence, as new team 

members want to add their contribution. 

 

However, the last decades have seen a trend favoring a return to models of limited size. Productivity improvements, 

requested from teams of model builders, are less and less compatible with the utilization of a large model. Despite the 

progress of model-building techniques, the desire to reduce costs and delays conflicts with the size, especially (but not 

only) regarding human operations: elaboration of assumptions and interpretation of results.  

 

Also, the use of a very detailed model can make individual estimations and specifications look too expensive. The 

attractiveness of a calibrated and gemellar CGE model will increase. 

 

Finally, the desire to reply to critics comparing models to "black boxes" leads model builders to look for more explicit 

and manageable instruments.   

3.2.1 DETERMINANTS OF THE SIZE 

Determinants of the size of the model will be: 

 

¶ The size of the field covered (see above). 

 

¶ The degree of aggregation, which can be  

 

o vertical: number of operations taken into account (for example one can distinguish several types of subsidies, 

or social benefits),  

o or horizontal:  number of agents listed;  one can distinguish more or less sectors of firms, or types of 

households. 

 

The degree of aggregation will not be inevitably uniform:  an energy model will use a particularly fine detail for energy 

products. 

 

In fact the same model can appear under several versions of different size, depending especially on the degree of 

aggregation. Each version has then its proper area of utilization: detailed forecasts, quick simulations, mathematical 

analysis, and educational uses. 

 

Thus at the end of the 1980s, the 3000 equation D.M.S model (Dynamics Multi Sectorial) used by INSEE for its medium-

term forecasts had two companion versions of reduced size: Mini - DMS (200 equations), used for some operational 

projections and analysis which did not require detailed products, and Micro - DMS (45 equations), with an essentially 

educational purpose. 

 

This distinction has lost most of its validity, however, following the reduction of the size of operational models. 
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3.2.2 A CLASSIFICATION  

We propose the following classification, necessarily subjective: 

 

¶ Small models:  1 to 50 equations 

 

Examples:  Klein-Goldberger, Micro - DMS (INSEE), D.M.M. (CEPREMAP), FAIR model.  

 

¶ Average models:  150 to 400 equations 

 

Examples: MULTIMOD (IMF), TESTUS (Federal Reserve Board), AMADEUS (INSEE), HERMES (Ecole Centrale de Paris), 

MESANGE (INSEE and French Ministry of Finance), MZE (INSEE and French Ministry of Finance) 

 

¶ Large models:  800 to 2000 equations 

 

Example: TESTMCM (Federal Reserve Board), METRIC (Direction de la Prévision), MOSAIQUE (OFCE), MEFISTO (Bank of 

France), MULTIMOD (IMF) 

 

¶ Very large models:  more than 4000 equations. 

 

Example:  NiGEM (NIESR), INTERLINK (OECD), the LINK model (United Nations + University of Toronto + partners), 

MacSim, MIMOSA (CEPII-OFCE). Today this last category should apply only to international modelling. 

 

Gaps have been left for intermediary cases.   

 

In addition, a number of models built by the author in the course of economic cooperation are listed in the study on 

algorithm efficiency, presented later. Current projects include China, Vietnam, Algeria, and Morocco. Past projects have 

concerned Poland, Slovakia, the Czech Republic, Lithuania, Ukraine, Tunisia, the Andean Community, Argentina, 

Kazakhstan, and Tajikistan. 

3.3 THE HORIZON 

3.3.1 FOR FORECASTING31 

If a model is designed for forecasting, its horizon will be defined at the construction of the model. It will be strongly 

linked to its general philosophy and to the set of mechanisms it implements. A long-term model will be little interested 

in circumstantial phenomena (such as the lags in the adjustment of wages to prices), while a short-term one will not 

take into account the longest trends (such as the influence of the economic situation on demography). 

 

                                                                 

31 One shall notice that we can use several words to characterize these exercises: forecasts, projections, scenarios, 

simulations. It all depends on the purpose for which the test was made, and perhaps the trust allowed to the results. 

We favor the last term, which unfortunately has to be completed into: « simulation over future periods ». 
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These differences seems to discard elaborating a model that can be used for both short - and long-term projections. But 

we shall see that strong reasons, in particular econometric, have made this option appear as the most natural in the 

present situation. We will develop them when we address periodicity, in paragraph 3.4. 

In any case, one can find a certain asymmetry in the relevance of this observation. If long-term models can neglect 

intermediate periods if they do not show significant fluctuations, simulation of the periods beyond the operational 

horizon can evidence future problems, already present but not visible in the short term  

3.3.2 FOR MODEL ANALYSIS 

Here, the horizon depends on the type of analysis one wants to produce. Often, to analyze a model built with a given 

forecasting horizon, simulation over a longer period must be obtained. Even more than for forecasts, analytic shocks 

will show and explain anomalies that were not apparent in the normal projection period, but had already a significantly 

harmful influence. We shall stress these issues later. 

3.3.3 A CLASSIFICATION 

One could use the following classification: 

 

¶ Short-term models:  1 quarter to 2 years. 

 

¶ Medium-term models:  4 to 7 years. 

 

¶ Long-term models:  10 years and more. 

 

Obviously, for a dynamic simulation, the full path, including intermediate values, is of interest. 

3.4 THE PERIODICITY 

The periodicity of a model is linked to the mechanisms it seeks to study and therefore to its horizon. 

 

Short-term models demand a short periodicity to take into account circumstantial phenomena: delays of the wage 

indexation on prices, progressive adjustment of the consumption level to an increase of income. 

 

Long-term models can use a sparser periodicity, less for theoretical reasons (long-term behavior can be described by a 

short-periodicity model), than for technical ones: this choice will reduce constraints on the availability of series, facilitate 

the production of assumptions, and limit simulation costs. 

 

However, we shall see that the use of άmodernέ econometrics methods calls for a short periodicity, for all kinds of 

models, as soon as estimations are considered. 

 

This means that the main determinant of model periodicity comes from the data. Countries which produce quarterly 

national accounts use quarterly models, which allow them to apply modern techniques with some comfort, and produce 

both short and long term studies. When only yearly accounts are available, the techniques become more simplistic, and 

true short term applications are not possible. Unfortunately, this applies most often to countries with a short history of 

statistics, making the problem the harder. 
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3.5 OTHER MODELS 

We have essentially concentrated on the macro-economic model case.  One can also find: 

 

¶ Micro-economic models:  describing the behavior of firms, of households.  

 

These models will sometimes be more theoretical, calling for optimization computations (cost minimization) or to 

elements of strategy (game theory). They will often be estimated on survey data. 

 

¶ Non-economic models: they can apply to biology, physics, chemistry, astronomy, meteorology, ecology, 

process control, and so on.... and be used for evaluating the consequences of the building of a dam, controlling 

the functioning of a manufacturing process, looking for the best organization of a project, describing a 

biological process. These models will often be conceived not as a formalized equation system, but as the 

maximization of a criterion under some constraints, or as a system of propositions connected by logical 

operators. 
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4 CHAPTER 4: GENERAL ELEMENTS 

 

This part of the book describes the process of development, utilization and update of a model, taking special interest in 

technical aspects and particularly computer-oriented features. Applications to EViews will be presented in detail, but 

most of the teachings can be applied to other packages, including those which are not dedicated to econometric 

structural modelling. 

 

First, let us give a quick description of the organization of the model building process. 

4.1 THE STAGES IN THE PROCESS 

4.1.1 PREPARING THE MODEL 

The first step in the building of any model is producing a draft which ensures some compatibility between available data 

(wherever it might come from) and the type of model its builder has in mind (goal, scope, nature of the variables, 

underlying theory). 

 

 Knowing the scope of available data, the economist will define a model framework for which values can be attributed 

to all variables, either using available elements or by computation. This means that a first decision has to be made as to 

the field described by the model, the variables used as assumptions, and the variables it shall compute. Moreover he 

must divide the equations into identities, which set indisputable links between variables, and equations describing the 

behavior of agents, for which the final formulation will be based on past evolutions of the associated elements. 

 

The first task will be to gather, by reading from files and transforming the data, the full set of variables needed by the 

model, to define the form of the identities, and give a first assessment of the behaviors he intends to describe. He shall 

check for which periods the necessary data is known, and that on these periods identities hold true. If some elements 

are not available, he will use the best proxies he can get. And if this also fails, he will use his imagination. 

 

He can also make a first economic analysis of the framework implied by model specifications (greatly helped by EViews). 

4.1.2 ESTIMATION 

The second phase will look for a satisfying description of the behavior of agents, by checking economic theory against 

available data. The modeller shall define alternate formulations with unknown parameters, compute for each 

formulation the values which give the best explanation of past evolutions, and make his selection, using as criteria both 

statistical tests and compliance to economic theory. This process can call for the introduction of new variables, or 

changes in some definitions, which will mean reformulating some identities. 

4.1.3 SOLVING AND TESTING OVER THE PAST. 

Once the full model is defined, one can try to solve it. 

 

¶ One shall first check for consistency the set of equations, data and parameters, by applying each formula 

separately on the sample period. If the estimation residuals have been introduced as additional elements, the 

process should give the historical values in all cases. 
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¶ One shall then simulate the full model on the same period, setting (temporarily) the residuals to zero. This will 

show if taking into account current and lagged interactions does not amplify too much the estimation errors. 

 

¶ Finally the reactions of the equilibrium to a change in assumptions, for instance the exogenous component of 

demand, will be measured. The results will be compared with the teachings of economic theory, and what is 

known of values given by other models. However, one should not spend too time here, as simulations over the 

future will provide a much better context. 

 

Discovering discrepancies can lead to changes in some elements of the model, including the set of its variables. This 

means going back to step 1 or 2. 

4.1.4 SOLVING AND TESTING OVER THE FUTURE 

Once the model has passed all tests on the past, further tests will be conducted, under conditions more representative 

of its actual use: on the future. For this values will have to be established for future assumptions. Again, the sensitivity 

of the model to shocks will be studied, this time with a longer and smoother base. As to the reliability of baseline results, 

one shall rely this time on stochastic simulations. 

4.1.5 USING THE MODEL FOR FORECASTS AND POLICY STUDIES 

Finally, the model will be considered as fit for economic studies: forecasts and economic policy analysis. 

 

We shall suppose we are using a dedicated package like EViews (even if some people still model through a spreadsheet). 

4.2 HOW TO ORGANIZE THE DEVELOPMENT OF THE MODEL 

Let us now consider the organization of the model production task. 

 

To create a model, two extreme types of organization can be considered: 

 

¶ Methodical option: 

 

The model builder 

 

o Specifies completely a coherent model (including accounting equations), precisely separating assumptions 

from results. 

o Looks for the necessary series. 

o Estimates behavioral equations. 

o Uses the consequent model. 

 

Applying such a framework is obviously illusory, as many backtrackings will be necessary in practice: 

 

o Some series will show up as unavailable, and it will be necessary to replace them or to eliminate them from 

formulations. Thus, in the absence of series for interests paid by firms one will have to be content with profits 

before interests. 
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o Some estimations will give unsatisfactory results: it will be necessary to change formulations, to use additional 

or alternate series. Thus, a formulation in levels might have to be replaced by a formulation in logarithms 

(constant elasticities), or in growth rates. Or one will be led to explain the average monthly wage instead of 

the hourly wage, and to introduce in this last explanation the evolution of the minimal wage. For an oil 

producing country, it will appear necessary to identify oil (and non-oil products) in both production and 

exports.32 

 

o New ideas will appear during estimation. For example, a recent article on the role of Foreign Direct Investment 

might lead to test an original formulation. 

 

o Formal errors are going to be identified. Thus, an element (a type of pension) might have been forgotten from 

ƘƻǳǎŜƘƻƭŘǎΩ ƛƴŎƻƳŜΦ 

 

o Some variables defined as assumptions are going to appear sufficiently influenced by results to see their status 

modified.  

 

¶ Improvisation 

 

To the contrary, a model builder can  

 

o establish general options for the model structure and theoretical framework,  

o produce some formulations independent from each other,  

o estimate them by accessing to separate series,  

o And gradually connect selected elements by completing the model with linking identities and the data set with 

the necessary exogenous variables. 

 

This framework will be even less effective, if only because the number of single operations on equations and series will 

present a prohibitive cost. Furthermore, enforcing the accounting and theoretical coherence of the model could prove 

difficult, and the modelling process might never converge at all to a satisfying version. 

 

¶ The optimal solution is of course intermediate: 

 

o Define as precisely as possible the field and the classification of the model. 

 

o Define its general theoretical options and its goal. 

 

o Obtain, create and store the total set of presumably useful series. 

 

o Establish domains to estimate, specify associated variables and set formal connections, especially accounting 

ones. 

 

o Undertake estimations 

 

o And go through changes (hopefully limited) until an acceptable form is obtained. 

                                                                 

32 Actually, this should have been evident from the start. 
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It is clear that this type of organization is all the more easy to implement if: 

 

¶ The size of the model is small: it is possible to memorize the total set of variable names for a thirty equations 

model, but for a large model a formal documentation will be necessary, produced from the start and updated 

regularly. 

 

¶ The number of concerned persons is small (the distinction comes essentially between one and several): for a 

team project, the role of each participant and his area of responsibility have to be clearly defined. Especially, 

physical changes (on both data and model specifications) should be the responsibility of one individual, who 

will centralize requests and apply them. And modifications must be clearly announced and documented. 

 

Individual modifications of the model can be allowed, however, provided a base version is preserved. Thus several 

members of a team of model builders can test, one a new production function, another an extended description of the 

financial sector. But even in this case updates will often interfere, at the time modifications generated in separate test 

versions are applied to the base one. For instance, a new definition of the costs of wages and investment, which define 

the optimal shares of labor and capital in the production function, will influence the target in the price equation. 
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5 CHAPTER 5: PREPARING THE MODEL  

We shall now start with the first (and probably most important task): preparing the production of the model. 

One might be tempting to start model production as soon as possible. But it is extremely important to spend enough 

time at the start evaluating the options and choosing a strategy. Realizing much later that he has chosen the wrong 

options, the modeller is faced by two bad solutions: continuing a process leading to a subpar model, or backtracking 

to the point where the choice was made. 

This can concern  

¶ The organization of tasks, like producing at first single country models, for a world modelling project. 

¶ Economic issues, like choosing the complexity of the production function, or the decomposition of products. 

¶ Technical ones, like the number of letters identifying the country in a world model series names.  

5.1 PREPARING THE MODEL: THE FRAMEWORK 

At the start of the model building process, the modeler (or the team) has at least: 

 

¶ General ideas about the logic of the model he wants to build. 

¶ Information about the set of available data. 

 

Actually, things can be more advanced: 

 

¶ The data can be directly available, almost always as a computer file, but not necessarily in the format needed 

by the modelling package. 

¶ Equations may have already been established, either as formulas or even estimated items, if the modeling is 

the continuation of an econometric study. 

 

In any case, the first stage in the process should lead to: 

 

¶ A fully defined set of equations, except for the actual estimated formulas. 

¶ The corresponding set of data. 

 

Obviously, these two tasks are linked, as equations are established on the basis of available data, and the data is 

produced to fit the model equations. This means that they are normally processed in parallel. However, it is quite 

possible: 

 

¶ To produce most of the data before the equations are defined. Some concepts (the supply - demand 

equilibrium at constant and current prices, employment, the interest rates) will certainly appear in the model. 

But some model-specific variables will have to wait. 

 

¶ To produce the model specification before any data is available. Of course, writing an identity, or stating the 

equation to be estimated, does not require data. It is only the application (checking the identity is consistent, 

or estimating the equation) which does. But one must be reasonably sure that the data will be available, or 

that there will be a reasonable technique to estimate it. 
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One can even produce a first version of the program transforming into model concepts the original data, once these 

concepts are completely defined, but before any data is technically available (just their definition). 

 

One can compare the situation with the building of a house: one can draw the plans before the equipment is bought, 

but its eventual availability (at the right time) must be certain. And the goods can be bought before the plans are 

completely drawn (but the chance of having to use them must be reasonably high)33.  

 

These options are not optimal in the general case, but they can help to gain time. Most modelling projects have a 

deadline, and once the work force is available, the tasks should be processed as soon as possible, if one wants to have 

the best chance of meeting it.  

 

 One can question the feasibility of producing a full set of equations before any estimation. What we propose is to 

ǊŜǇƭŀŎŜ ǘƘŜ ŦǳǘǳǊŜ ŦƻǊƳǳƭŀǘƛƻƴǎ ōȅ ŀ άŘŜŎƭŀǊŀǘƛƻƴ ƻŦ ƛƴǘŜƴǘέ ǿƘƛŎƘ ǎǘŀǘŜǎ ƻnly the variable to be explained, and the 

elements which will explain it. For each equation, the format should be as close as possible to: 

 

Variable =f(list of variables)  

 

The advantages of defining a full model are numerous: 

 

¶ The modeller will be able to check by sight the logic of his model. 

¶ The text can be given to other economists for advice. 

¶ The full list of requested variables can be established, allowing to produce a complete transfer program. 

¶ Processing the equations through EViews will give interesting advice on several elements: 

 

o The equations: 

 

* The grammatical acceptability of equations will be checked: for instance the number of left and right 

parenthesizes. 

* Also the fact that each endogenous variable is computed only once. 

 

o The variables. 

 

* The most important information will come from the list of exogenous: one might find elements which should 

have been determined by the model, according to its logic. In general, this will mean one has forgotten to state 

the associated equation. Also, some elements might appear, which should not belong to the model. Normally 

this corresponds to typing errors. 

 

o The block structure: 

 

It decomposes the set of equations into a sequence of blocks, either recursive (each variable depends only on preceding 

elements) or simultaneous (some variables are used before they are computed). If one is going to succeed in estimating 

equations which follow the same logic as intended in the preliminary version, the block structure described at this stage 

will be already fully representative of the future one. One can detect: 

                                                                 

33 As there is a cost to the goods. For free or quasi-free data, the chance can be lowered. 
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* Abnormal simultaneities: a causal loop might appear, which is not supported by economic theory behind the 

model. 

* Abnormal recursive links: a block of equations containing a theoretical loop (the wage price loop, the Keynesian 

ŎǊƻǎǎύ Ŏŀƴ ŀǇǇŜŀǊ ŀǎ ǊŜŎǳǊǎƛǾŜΦ ¢Ƙƛǎ Ŏŀƴ ŎƻƳŜ ŦǊƻƳ ŀ ŦƻǊƎƻǘǘŜƴ ŜǉǳŀǘƛƻƴΣ ŀ ǘȅǇƛƴƎ ŜǊǊƻǊΧ  

 

In any case, observing the causal structure of the model will give some preliminary information about its general logic, 

and its potential properties. 

5.2 PREPARING THE MODEL: SPECIFIC DATA ISSUES 

Let us detail the process. 

5.2.1 TYPES OF DATA 

In the case of a national macroeconomic model, the needed data can be: 

 

¶ National Accounts elements: operations on goods and services, transfers between agents, measured in value, 

at constant prices, or at the prices of the previous year. The producer will generally be the national statistical 

office. For France it would be INSEE (the National Institute for Statistics and Economic Studies). 

 

¶ The corresponding deflators. 

 

¶ Their foreign equivalents, using the accounting system and the corresponding base year of the particular 

country, or rather a synthesis produced by an international organism (OECD, International Monetary Fund, 

EuroStat....). 

 

¶ Variables in a greater detail, possibly measured in physical quantities (oil barrels, tons of rice). They can come 

from a public or private agency, or from the producers themselves. In France energy elements would come 

from the Observatory of Energy. 

 

¶ Monetary and financial data, coming mostly from the local National Bank (in France the Bank of France or the 

European Central Bank.   ...), from an international bank (EBRD, ADB), or from the International Monetary Fund. 

 

¶ Data on employment or unemployment. One can get detailed labor statistics (by age, qualification, sex...) from 

the US Bureau of Labor or the French Ministère du Travail. 

 

¶ Demographic data:  population, population in age of working, age classes (INSEE in France). 

 

¶ Survey data: growth and investment prospects according to firm managers, productive capacity, living 

conditions of households (coming from public or private institutes). 

 

¶ Qualitative elements: the fact of belonging to a specific set, meeting a specific constraint. 

 

¶ Micro economic models will generally use survey data (households, firms) with sometimes a time dimension 

(panels, cohorts) and possibly include some of the above elements as global indicators. 
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As the area of application of models is unlimited, the field of potentially relevant data is also. A model on the economy 

of transportation would include technical data on the railway system and on distances between cities, an agricultural 

model meteorological data and information on varieties of species. 

5.2.2 THE ACCESS TO DATA 

The medium through which data can be obtained will play an important role. Accessing the necessary data takes into 

account several features: 

 

¶ the mode of transmission 

¶ the format used 

¶ the institutional aspects 

 

We shall treat them in turn, then present the most usual cases. 

5.2.2.1    The mode of transmission 

Several options are available for transferring the data to the model. 

5.2.2.1.1 Physical transmission 

Data can be obtained from a physical support, either commercially produced or created for the purpose. This can be 

either a CD or DVD-ROM, or another rewritable media such as an USB key, or a memory card. For instance, INSEE 

provides CD-ROMs containing the full National Accounts. 

5.2.2.1.2 E-mail transmission 

Files can be transferred from a user to another by e-mail, as an attachment to a message. 

5.2.2.1.3 Internet transmission  

Files can be downloaded from a website, commercial or not. The INSEE site www.insee.fr allows the access to a set of 

national account series, in Excel or HTML formats. 

Most of the time, these files are available in Excel format, the most frequently used for data treatment, and one for 

which every package on the market provides a simple interface. 

5.2.2.1.4 Other media 

In less and less frequent cases, some data will not be available in magnetic form: series will be found in printed or faxed 

documents, or obtained directly from other experts, or fixed by the user (who then plays the role of expert). This data 

will have generally to be entered by hand, although a direct interpretation by the computer through optical character 

recognition (OCR) is quite operational (but this technique needs documents of good quality). 

 

In this case it is essential not to enter figures directly into the model file, but to create a preliminary file (such as an Excel 

sheet or even and ASCII file) from which the information will be read. This separates the modelling process from the 

ǇǊƻŘǳŎǘƛƻƴ ƻŦ άƻŦŦƛŎƛŀƭέ ƛƴŦƻǊƳŀǘƛƻƴΦ 

http://www.insee.fr/
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5.2.2.2    Change of format 

As indicated above, the original data format is generally different from the one used by the model-building software.  

 

In the worst cases, transfer from one software program to another will call for the creation of an intermediate file in a 

given format, which the model-building software can interpret. The Excel format is the most natural intermediary, as it 

is read and produced by all packages. In that case, it is not necessary to own a copy of the package to use its format. 

 

In the very worst cases, it is always possible to ask the first program to produce a character file (in the ASCII standard) 

which can, with minimal editing, be interpreted by the second program as the sequence of statements allowing the 

creation of the transferred series, including data and definitions34. 

 

However, the situation has improved in the last years, as more and more packages provide a direct access to the formats 

used by the most common software. For instance, EViews will create a workfile automatically from a list of 12 formats: 

 

Access .mdb 

Aremos .tds 

Dbase.dbf 

Excel .xls 

Gauss .dat 

Givewin.im7 .  

HTML .htm, .html 

Lotus 123 .wks, .wk1, .wk3 

MicroTSP .wf 

                                                                 

34 For instance, the sequence: 

 

 

use 1970 to 2007 

read x 

 

-----  values  ---- 

end 

can be translated easily by a word processor  into 

smpl 1970 2007 

series x 

----- values ----- ; 
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ODBC .dsn, .dqy 

Rats .rat, .trl 

SAS (various) 

SPSS .sav, .por 

Stata .dta 

Text .txt, .csv, .prn, .dat ΧΦ 

TSP .tsp   

5.2.2.3 Institutional issues 

Of course, one must also consider the relationship between the data producing and modelling institutions. The most 

technically complex transfers do not necessarily occur between separate institutions. A commercial contract might give 

the modelling institution direct access (through a modem or the access to a global network) to information managed by 

a data producing firm, under the same software format, while a large institution might still use CD-ROMs as a medium 

between separate units. 

 

However, one must also consider the cost of establishing contracts, including perhaps some bartering between data 

producing and study producing institutions. 

5.2.2.4 How to cope with several sources 

As a general principle, one should favor using a single source. But this is not always possible. In that case, one should 

define a primary source, and take from the alternate ones the only additional series. The main problems might come 

from: 

 

¶ Deflators and values at constant prices using a different base year. 

¶ Financial and labor data bases sharing elements with national accounts. 

¶ Variables measured in physical units (tons, square meters) having their counterparts in values. 

 

In all these cases, the priority is the consistency of model equations, based on the data from the primary source. 

Additional elements must be adjusted to provide this consistency. This applies in particular to the balance of equilibrium 

equations (supply = demand), or sums (total demand= sum of its components). 

5.2.3 PREPARING THE DATA FOR THE TRANSFER 

Let us now define the best organization for transferring data from the original source to the package (we shall use 

EViews as an example). 

We have to guarantee several things: 

¶ The original data must remain available 

¶ It must be updated easily. 

¶ Transfer must be as easy as possible. 

To achieve these goals, the best organization should be: 

¶ Copying the original file under another name. 

¶ In the file, creating a new page. 

¶ Copying the original series into this page, using άŎƻǇȅ ǿƛǘƘ ƭƛƴƪέ 
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We shall suppose the original data is organized as a matrix (or a set of matrixes) with series either in lines or columns. 

If not, an additional intermediary phase can be needed35. 

¶ Insert a line of series names above the first period data (or a column left of the first column). 

It does not matter if the matrix does not start in cell B2. Just insert as asked.  

¶ Read it in EViews using the extended matrix (using import or copy). 

This guarantees that: 

¶ The original data is not modified. 

¶ Updates are easy: just copy the new page into the original one (and drag cells in the second page if new 

observations have appeared). 

The only change in the EViews transfer programs concerns the sample period. 

5.2.4 THE PRELIMINARY PROCESSING OF SERIES 

Very often the nature of available series is not really adapted to the needs of the model. A preliminary processing is 

then necessary.  This can apply to several features. 

5.2.4.1 Time transformations 

Most of the time the series the model builder will access have the right periodicity. Individual exceptions can occur. 

New series will have to be computed (inside the modelling package). 

 

The change can be undertaken in two directions:  aggregating and disaggregating.   

5.2.4.1.1  Aggregation 

The easiest case happens if the available periodicity is too short. The nature of the variable will lead naturally to a 

method of aggregation, giving the exact value of the series: 

 

If we note Xt the aggregated variable in t, and xt, i the variable of the sub - period i in t, we can consider the following 

techniques: 

 

¶ Sum, for a flow (such as the production of a branch). 

 

 

    
 

 

¶ Average, for a level (such as unemployment in a given period).  

                                                                 

35 For instance, quarterly data can appear in yearly lines of four columns. 

X xt t i

i

n

=
=

ä ,

1



68 

 

 

 

    
 

 

¶ First or last value, for a level at a given date (for example the capital on the first day of a year will come from 

the first day of the first quarter). This will apply to stock variables. 

 

 

    ntt

tt

xX

or

xX

,

1,

=

=

 
 

5.2.4.1.2 Disaggregation  

When moving to a shorter periodicity, the computation will need an approximation. One can consider: 

 

¶ Dividing the total value by the number of sub-periods (for a flow). 

 

 

  X1/n  =    x tit,   
 

 

¶ Distributing on each sub-period the total evolution observed on the period (for a level). 

 

 

)X(Xi/n X =    x 1-t-t1-tit, Ö+
 

 

 

¶ computing the series that associates global observed evolution with constant growth rate by sub-period, for 

example with: 

 

 

   
 )X / (X = /x   x

i/n

1-ttn1,-tit,  
 

 

¶ Filtering the series over the period, so that the transformed series is a moving average of the original one. 

 

However, one must be aware that the two last methods do not guarantee that the sum of disaggregated values equals 

the global one. Most packages (including EViews) can achieve this constraint if requested όǎŜŜ ǘƘŜ ¦ǎŜǊΩǎ aŀƴǳŀƭ ŦƻǊ ǘƘŜ 

available options). 

X n xt t i

i

n

=
=

ä1
1

/ ,
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5.2.4.1.3  Smoothing  

Smoothing represents a particular case: preserving the same periodicity as the original series, but with the constraint 

of a regular evolution, for example a constant growth rate. Instead of n free values, the choice is reduced to the value 

of one (or maybe two) parameters. 

 

We will be more or less brought back to disaggregation, except that we will be able to use the additional information. 

For example, it is now possible to estimate the constant-rate formulation that presents the smallest distance to the 

observed series. The respect of coherence constraints, for instance on the average of smoothed and original variables, 

will often lead to specific estimation methods (a normal regression would only establish this constraint on the 

transformed variables, growth rates for example). 

 

More complex smoothing techniques can be applied, the most popular being the Hodrick-Prescott (for simple cases) 

and Kalman (more complex) filters. 

5.2.4.1.4  Seasonal adjustment 

As we explained before, one method for dealing with variables presenting a seasonality is to eliminate it, and work with 

seasonally adjusted series.   

 

Several algorithms can be considered, the best known being probably Census X-12 (or Census X-13) and TRAMO-SEATS, 

both available in EViews. 

 

Obviously, one should not mix original and adjusted series in the same set of model variables. 

5.2.4.2 Change of classification 

We have already considered this problem when we addressed the fields of models. 

 

Changing categories will usually correspond to aggregation. In the case of economic models, this will apply essentially 

to: 

 

¶ Economic agents: one might separate more or less precisely households categories (following their income, 

their occupation, their size...), types of firms (according to their size, the nature of their production...), 

Government institutions (central and local, social security, agencies...). 

¶ Products (production can be described in more or less detail). 

¶ Operations (one can separate social benefits by risk, by controlling agency, or consider only the global value).  

¶ Geographical units (a world model can aggregate countries into zones). 

 

5.2.4.3 Formal transformations 

Some variables needed by the model will not be available as such, but will have to be computed from existing series by 

a mathematical formula. For example, the rate of use of production capacity will be defined as the ratio between 

effective production and capacity, coming possibly from different sources. Or the relative cost of wages and capital 

(used for defining the optimal production process) will take into account the price of the two factors, but also the 

interest rate, the depreciation rate, the expected evolution of wages, and some tax rates.  
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5.2.5 UPDATES 

Once adapted to needs of the model builder, series often will have to be modified. 

 

Changing the values of existing series can have several purposes: 

 

¶ Correcting a formal error, made by the model builder or the producer of series: typing errors, or errors of 

concept. 

¶ Lengthening the available sample: new observations will keep showing up for the most recent periods. 

¶ Improving information: for the last known years, series in the French National Accounts appear in succession 

as provisional, semi-final and final.  

¶ Changing the definition of some variables. 

 

One can also add to the bank a completely new series 

 

¶ Which has appeared recently as useful to the model. 

¶ Which has been made available by access to a new source of information, or the creation by data builders of a 

new, more interesting, concept. 

 

This multiplicity of possible changes prohibits the global set of series used by the model to remain the same even for a 

short period. Adapting constantly model specifications (in particular the estimated equations) to this evolution would 

ask a lot from the model builder, to the detriment of more productive tasks. This means one should limit the frequency 

of reconstitutions, for the operational data set (for example once or twice per year for an annual model, or every quarter 

for a quarterly one), with few exceptions: correcting serious mistakes or introducing really important information.  

 

Without doubt, the best solution is actually to manage two sets of data, one updated frequently enough with the last 

values, the other built at longer intervals (the periodicity of the model for example). This solution allows to study in 

advance, by estimations based on the first set, the consequences of the integration of new values on the specifications 

and properties of the next model version. 

5.2.6 SUPPRESSIONS 

It is beneficial to delete in the bank those series which have become useless: 

 

¶ This allows to gain space. 

¶ Searches will be faster. 

¶ The bank will be more coherent with the model. 

¶ The model builder will have less information to memorize, and the architecture of the bank will be easier to 

master (one will have guessed that this is the most important feature, in our sense).  

 

Useless series that are preserved too long lead to forgetting what they represent, and their destruction will require a 

tedious identification process. 

 

For EViews, this presents an additional interest: the elements in the workfile will be display in a single window, and it is 

essential for this window to contain as many interesting elements as possible.  

5.2.7 THE DOCUMENTATION 



71 

 

Similarly, investment in the documentation of series produces quick returns. It can concern: 

 

¶ The definition, possibly on two levels:  a short one to display titles in tables or graphs, and a long one to fully 

describe the concept used. 

 

¶ The source: original file (and sheet), producing institution and maybe how to contact the producer. 

 

¶ The units in which the series is measured 

 

¶ Additional remarks, such as the quality and status (final, provisory, estimated) of each observation. 

 

¶ The date of production and last update (hours and even minutes also can be useful to determine exactly which 

set of values an application has used). This information is often recorded automatically by the software. 

 

¶ If pertinent, the formula used to compute it. 

 

Example:  Wage rate = Wages paid / (employment x Number of weeks of work x weekly work duration). 

 

EViews allows to specify the first four types, using the label command, and produces automatically the last two. 

 

For example, a series called GDP can be defined through the sequence: 

 

 

   GDP.label(c) 

   GDP.label(d) Gross Domestic Product at constant prices 

   GDP.label(u) In 2005 Euros  

   GDP.label(s) from the Excel file accounts.xls produced by the Statistical Office 

   GDP.label(r) 2012Q4 is provisory 

 

 

Which clears the contents, gives the definition, describes units, the source, and adds remarks. 

 

¶ In addition, EVieǿǎ у ŀƭƭƻǿǎ ǘƻ ƛƴǘǊƻŘǳŎŜ ƻƴŜΩǎ ƻǿƴ ƭŀōŜƭǎ, for instance the country for a multinational model, 

the agent for an accounting one, or the fact that a series belongs to a particular model. 

 

For instance you can use: 

 

 

   HI.label(agent) Households 

   MARG.label(agent) Firms 

 

 

¶ Moreover, iŦ ǘƘŜ ǿƻǊƪŦƛƭŜ ǿƛƴŘƻǿ ǎŎǊŜŜƴ ƛǎ ƛƴ ά5ƛǎǇƭŀȅҌέ ƳƻŘŜΣ ȅƻǳ Ŏŀƴ ǎƻǊǘ ǘƘŜ ŜƭŜƳŜƴǘǎ according to their 

characteristics. In addition to the name, the type and the time of last modification (or creation) you have access 

to the description. 

 

And if you right click on one of the column headings, and choose άEdit Columnsέ ȅƻǳ Ŏŀƴ display additional columns for 

any of the label types, including the ones you have created. 
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This can prove quite useful, as it allows you to filter and sort on any criterion, provided you have introduced it as a label. 

 

This criterion can be for instance: 

 

o The agent concerned 

o The country 

o The association with a given model 

o The formula in the model 

o The formula used to create the series (if any)36 

o ¢ƘŜ ǘȅǇŜ ǿƛǘƘƛƴ ǘƘƛǎ ƳƻŘŜƭ όŜȄƻƎŜƴƻǳǎΣ ŜƴŘƻƎŜƴƻǳǎΣ ƛŘŜƴǘƛǘȅΣ ōŜƘŀǾƛƻǊΧύ 

o The sub-type: for exogenous it can be policy, foreign, structural. For endogenous it can be behavior or identity. 

 

hƴŎŜ ǘƘŜ ŘƛǎǇƭŀȅ ƛǎ ǇǊƻŘǳŎŜŘΣ ƛǘ Ŏŀƴ ōŜ ǘǊŀƴǎŦŜǊǊŜŘ ǘƻ ŀ ǘŀōƭŜΣ ǿƘƛŎƘ Ŏŀƴ ōŜ ŜŘƛǘŜŘ όƭƛƴŜǎΣ ŦƻƴǘǎΧύ ŀƴŘ ǳǎŜŘ ŦƻǊ 

presentations. 

 

For instance, one can proŘǳŎŜ ŀ ǘŀōƭŜ ŦƻǊ ŀ ƳƻŘŜƭΣ ǿƛǘƘ ŎƻƭǳƳƴǎ ŦƻǊ ǘȅǇŜΣ ŀƎŜƴǘΣ ǳƴƛǘǎΣ ǎƻǳǊŎŜΣ ƛŘŜƴǘƛǘȅ κ ōŜƘŀǾƛƻǊΧΦ ¢Ƙƛǎ 

table can be sorted using any of the criteria. 

 

These new functions allow table production to be integrated in the modelling process, a very powerful information tool 

for both model development and documentation. 

 

For instance you could use: 

 

   F_HDI.label(d) Disposable income 

   U_MARG.label(d)  Margins 

   F_HDI.label(model) France small 

   U_MARG.label(model)  USA small 

   F_HDI.label(agent) Households 

   U_MARG.label(agentl) Firms 

 

 

and produce sorted tables according to any of the three criteria. 

5.2.8 CONSEQUENCES ON WORK ORGANIZATION 

Let us now give some specific considerations on data management. 

 

In the general case, the model builder will be confronted with a large set of series of more or less various origins. Optimal 

management strategy might appear to vary with each case, but in fact it is unique in its main feature: one must produce 

a file, in the standard of the model building software, and containing the series having a chance to be useful for the 

model. 

 

                                                                 

36 ̧ ƻǳ Ŏŀƴ ŀƭǎƻ ǳǎŜ ǘƘŜ άǎƻǳǊŎŜέ 
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This is true even if the global set of necessary series is produced and managed on the same computer or computer 

network, using the same software (the task of transfer will be simply made easier): it is essential that the model builder 

has control over the series he uses, and especially that he manages changes (in particular updates of series in current 

use). Interpreting a change in model properties (simulations, estimations), one must be able to dismiss a change in the 

data as a source, except if this change has been introduced knowingly by the model builder himself37.  

 

Such an organization also makes the management of series easier. In particular, limiting the number of series in the 

bank, apart from the fact that it will save computer time and space, will make the set easier to handle intellectually. 

 

Concerning the scope of the series, two extreme options can however be considered: 

 

¶ Transferring in the model bank the whole set of series that have a chance (even if a small one) to become useful 

at one time to the development of the model38. 

¶ Transferring the minimum, then adding to the set according to needs. 

 

If a median solution can be considered, the choice leans strongly in favor of the first solution. It might be more expensive 

initially, in human time, and in size of files, but it will prove generally a good investment, as it avoids often a costly 

number of limited transfers, and gives some stability to the bank as well as to its management procedures. 

5.2.9 THE PRACTICAL OPTIONS 

For models managed by institutions, the most frequently found organization is a team working on a local network or 

connected computers, where one can transfer a selection of data coming from distant sources (mainframe, data 

providers). One might in some cases access directly the banks of the provider from inside a model-building session. The 

producers of modelling packages are giving a high priority to this type of option. 

 

For large teams, or teams working in different locations, communication is no longer an issue, provided Internet access 

is available. Internet connection is now even used by economists working in the same building. 

 

One must however pay attention to format incompatibilities, especially if the operating system is different (Windows 

and its versions, Linux, UNIX, Macintosh...)39. 

5.3 BACK TO OUR EXAMPLE 

Now that we know the principles, let us see how to apply them to the case we have defined earlier. To avoid switching 

between distant pages, we shall repeat its presentation. 

 

                                                                 

37 This remark is a particular application of the general principle « let us avoid potential problems which can prove 

expensive in thinking time ». 

38 Even if they are not considered for actual model variables. For instance, one can be interested in comparing the 

capital output radio of the modelled country with those of other countries. 

39 Actually this problem appears quite rarely, as most modelling packages (except perhaps Troll) work only under 

Windows. 
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1. In the ŜȄŀƳǇƭŜΣ ƻǳǊ ŜŎƻƴƻƳƛǎǘ Ƙŀǎ ŘŜŎƛŘŜŘ ǘƻ ōǳƛƭŘ ŀ ǾŜǊȅ ǎƛƳǇƭŜ ƳƻŘŜƭ ƻŦ ŀ ŎƻǳƴǘǊȅΩǎ ŜŎƻƴƻƳȅΣ ǿƘƛŎƘ ƛƴŎƭǳŘŜǎ 

the following elements: Based on their production expectations and productivity of factors, firms invest and hire 

workers to adapt productive capacity. However, they exert some caution in this process, as they do not want to be stuck 

with unused elements. 

 

2. Productive capital grows with investment, but is subject to depreciation. 

 

3. The levels actually reached for labor and capital define potential GDP. 

 

4. They also need intermediate products (proportional to actual GDP), and build inventories, starting from the 

previous level. 

 

5. Households obtain wages, based on total employment (including civil servants) and a share of Gross Domestic 

Product. They consume part of this revenue, and invest another (in housing). 

 

6. Final demand is the sum of its components: consumption, productive investment, housing investment, inventories, 

and government demand. Total demand includes also intermediate consumption. Final and total demand are the sum 

of their components 

 

7. Imports are a share of local total demand, final or intermediate. But the fewer capacities remain available, the 

more imports will be called for. 

 

8. Exports follow world demand, but the priority of local firms is satisfying local demand. They are also affected by 

capacity constraints. 

 

9. Supply is equal to demand. 

 

 

We have voluntarily kept the framework simple (maybe not enough), as our purpose is only explanatory at this time. 

However the model we are building has some economic consistency, and can actually represent the nucleus for further 

extensions which we shall present later. 

 

²Ŝ ǎƘŀƭƭ ŀƭǎƻ ǎǳǇǇƻǎŜ ǘƘŀǘ ǘƘŜ ŦƻƭƭƻǿƛƴƎ Řŀǘŀ ƛǎ ŀǾŀƛƭŀōƭŜ ƛƴ ŀƴ 9ȄŎŜƭ ŦƛƭŜ ŎŀƭƭŜŘ Cw!Φ·[{Σ ǎŜƭŜŎǘŜŘ ŦǊƻƳ h9/5Ωǎ 9ŎƻƴƻƳƛŎ 

Perspectives data set. Series are available from the first semester of 1970 to the last of 2004. 

 

The reason for the άCw!έ ǇǊŜŦƛȄ ƛǎ ǘƻ identify series for France in a large set of countries, representing all the OECD 

members as well as some groupings. 

 

They use the following units: 

 

 

 

Values: Euros 

Deflators: base 100 in 1995. 

Volumes (or quantities): Millions of 1995 Euros 

Populations: persons 

 

FRA_CGV  Government Consumption, Volume 
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FRA_CPV  Private Consumption, Volume 

FRA_EG  Employment, Government 

FRA_ET  Total Employment 

FRA_CGV  Government Consumption, Volume 

FRA_CPV  Private Consumption, Volume 

FRA_EG  Employment, Government 

FRA_ET  Total Employment 

FRA_FDDV  Final Domestic Demand, Volume 

FRA_CGV  Government Consumption, Volume 

FRA_CPV  Private Consumption, Volume 

FRA_EG  Employment, Government 

FRA_ET  Total Employment 

FRA_FDDV  Final Domestic Demand, Volume 

FRA_GAP  Output Gap 

FRA_GDPTR  Potential Output, Total Economy at Current Prices 

FRA_GDPV  Gross Domestic Product (Market prices), Volume 

FRA_IBV  Gross Fixed Cap Form, Business Sector, Volume(Narrow Definition) 

FRA_ICV  Intermediate consumption, Volume 

FRA_IGV  Government Investment, Volume 

FRA_IHV  Investment in Housing, Volume 

FRA_ISKV  Increase in stocks. volume 

FRA_KBV  Capital Stock, Business 

FRA_MGSV  Imports Goods and Services, N.A. Basis, Volume 

FRA_PCP  Deflator, Private Consumption 

FRA_TDDV  Total Domestic Demand, Volume 

FRA_WSSS  Compensation of Employees 

FRA_XGSV  Exports Goods and Services, N.A. Basis, Volume 

FRA_XGVMKT  Exports Goods and Services, Market Potential, Volume 

FRA_YDRH  Real Household  Disposable Income 

 

Applying the principles we have defined above calls for: 

 

¶ Creating the model specifications 

¶ Identifying the variables in the model. 

¶ Separating them into endogenous and exogenous. 

¶ Writing down the full identities. 

¶ Establishing each behavioral equation as an identity, presenting in the simplest way the variable it defines, and 

the explanatory elements. 

¶ Creating the associated series, from the available data. 

¶ Transferring the elements already available into model series using the names allocated to them. 

¶ Specifying formulas computing the remaining elements 

 

Now that we have obtained the data, we can move to the two tasks: transform it to fit the model needs, start specifying 

the model equations.  

 

It should be clear that this will have to be done through a set of stored statements in a readable language (a program). 

This option will allow: 

 

¶ Establishing an apparently consistent set of statements, which can be controlled visually. 
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¶ Locating errors and introducing corrections as simply and clearly as possible. 

¶ Storing subsequent versions, including the last and most correct one, until a satisfying version is established. 

¶ Replicating this process with the smallest amount of work. 

¶ Displaying the steps in the process as clearly as possible, introducing comments. 

¶ Once a satisfying stage has been reached, memorizing the actions for later use (especially if the modeling 

project faces breaks, short or long). 

¶ Allowing external users to master the current state of operations, to evaluate the present stage of development 

of the project.  

 

The program can be inserted with comments, making the sequence of tasks and the role of individual commands clearer, 

and allowing to warn of the presence of local problems and the way they have been processed. This is especially useful 

for a team project, for which the name of the author should also be included. 

 

Under EViews, two other methods are available: 

 

¶ Using a sequence of menu and sub-menu functions,  

¶ Typing commands without saving them, directly from the command window. 

 

These two methods fail on all criteria. The record of the tasks is not available, which means errors are difficult to detect. 

Reproducing the task, whether to correct errors or to update specifications or data, calls for a new sequence of menu 

selections or typed statements40. 

 

The obvious choice is even comforted by three features provided by EViews 8: 

¶ You can run part of a program, by selecting it with the mouse (in the usual Windows way), clicking on the 

right button, and choosinƎ άwǳƴ {ŜƭŜŎǘŜŘέΦ  

This is generally more efficient than the previous method of copying the selected part into a blank program, and 

running it. However the new method does not allow editing, useful when one wants to run a selected AND modified 

set. 

¶ {ȅƳƳŜǘǊƛŎŀƭƭȅ ƻƴŜ Ŏŀƴ ŜȄŎƭǳŘŜ ǘŜƳǇƻǊŀǊƛƭȅ ŦǊƻƳ ŜȄŜŎǳǘƛƻƴ ǇŀǊǘ ƻŦ ŀ ǇǊƻƎǊŀƳΣ ōȅ άŎƻƳƳŜƴǘƛƴƎ ƛǘ ƻǳǘέΦ ¢ƻ Řƻ 

ǘƘƛǎΣ ƻƴŜ ǎƘƻǳƭŘ ǎŜƭŜŎǘ ǘƘŜ ǊŜƭŜǾŀƴǘ ǇŀǊǘΣ ŎƭƛŎƪ ƻƴ ǘƘŜ ǊƛƎƘǘ ōǳǘǘƻƴΣ ŀƴŘ ŎƘƻƻǎŜ ά/ƻƳƳŜƴǘ {ŜƭŜŎǘƛƻƴέΦ ¢ƻ 

reactivate the statements, one should select ǘƘŜƳ ŀƎŀƛƴ ŀƴŘ ǳǎŜ ά¦ƴŎƻƳƳŜƴǘ {ŜƭŜŎǘƛƻƴέΦ 

This can be a little dangerous, especially if you (like myself) have the reflex of saving the program before each 

execution. To avoid destroying the original, one can save first the modified program under another name41. 

Finally, one can ask a column of numbers to be displayed left of the program lines. This is particularly efficient if you 

ǳǎŜ ǘƘŜ άDƻ ¢ƻ [ƛƴŜέ ǎǘŀǘŜƳŜƴǘ42.   

                                                                 

40 However, one can copy the sequence of statements entered in the command window into a program file. 

41 Only once of course. 

42 However, you have to be careful to update the numbers when the program changes. 
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So actually, the only option is the one we proposed above: defining a program producing all the necessary information, 

and the framework of equations which is going to use it. But the ordering of the tasks can be questioned, as we have 

started explaining earlier. Until both are completed, the job is not done, but they are technically independent: one does 

not need the physical model to create the data, or series filled with values to specify the equations. This means that one 

can consider two extreme methods: 

 

¶ Creating all the data needed by the model, then specifying the model. 

¶ Specifying all the model equations, and then producing the associated data.  

 

The criterion is the intellectual feasibility of the ordered sequence of tasks.  

 

Clearly the first option is not realistic, as writing down the equations will surely evidence the need for additional 

elements. The second is more feasible, as one does not need actual series to write an equation. But as the definition of 

the equation processes, one has to check that all the addressed elements are or will be available in the required form, 

either as actual concepts (GDP) or transformations of actual concepts (the budget deficit in GDP points calls for the 

deficit and GDP series). If a concept appears to be lacking, one will have to: use an alternate available element (a 

άǇǊƻȄȅέύΣ ŜǎǘŀōƭƛǎƘ ŀƴ ŀǎǎǳƳǇǘƛƻƴ, look in alternate bases not yet accessed, or simply eliminate the element from the 

model. 

 

This shows that if producing both sets can be done in any order, there is a preference for specifying the equations first. 

If the data is not ready, but its contents are known, it is possible to write down the equations and ask the software to 

proceed the text. The user will be told about possible syntax errors, about the nature of the variables (endogenous / 

exogenous), and the architecture of his model. This will lead to early model corrections, allowing to gain time and 

avoiding taking wrong directions later. And if the model specifications are still discussed, it is possible to build a first 

version of the associated data set, which will be updated when the model is complete. 

 

In practice, especially in the simplest cases, one can also start defining the program with two blank paragraphs, and fill 

them with data and equation creating statements until both are complete. The eight original paragraphs in our model 

specifications can be treated one by one (not necessarily in the numerical order) filling separately the data and equation 

generating blocks with the associated elements. 

 

Actually among the above proposals we favor two alternate techniques: 

 

¶ Model then data: Specifying first the full model, checking that all elements used can be produced either directly 

or through a formula. Then producing the full set of data, preferably through a direct transfer or a 

transformation. 

 

¶ Model and data: Producing the equations in sequence, or related block by related block, and establishing 

simultaneously the statements which create all the series they need. 

5.3.1 APPLICATION TO OUR EXAMPLE 

Let us now show on our example how the process can be conducted using the second method, probably more adapted 

to such a small model (one cannot expect to switch between the two processes to many times). 

 

 We shall first present the process in general (non EViews) terms, treating each case in sequence, and presenting both 

the equations and the statements generating the associated variables. To make thinks clearer, the equations will be 

numbered and the creatƛƻƴ ǎǘŀǘŜƳŜƴǘǎ ǿƛƭƭ ǎǘŀǊǘ ǿƛǘƘ άҔҔέ 
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Also, the endogenous variable will use uppercase characters, the exogenous will use lowercase. 

 

 

 

(1) Based on their production expectations and productivity of factors, firms invest and hire workers. 

 

This defines two behavioral equations for factor demand, in which employment (let us call it LE) and Investment (called 

I) depend on GDP, called Q.  

 

 

   (1) LE=f(Q) 

 

   (2) I=f(Q) 

 

 

We need: 

 

 

  >> IP=FRA_IBV 

  >> Q =FRA_GDPV 

 

 

But for LE, we face our first problem. Private employment is not directly available. However, we have supposed that 

total employment contained only public (government) and private. This means we can use: 

 

 

  >> LE=FRA_ET-FRA_EG 

 

 

(2) Productive capital grows with investment, but is subject to depreciation. 

 

Capital K, measured at the end of the period, is defined by an identity. Starting from the initial level, we apply a 

depreciation rate (called dr) and add investment. The equation is written as: 

 

 

  (3) K(t)= K(t-1).(1-dr(t)) + I(t) 

 

 

Defining it at the end of the period would only change notations. 

 

We need the data for K 

 

 

   >> K=FRA_KBV 

 

 

And we get dr by inverting the formula: 
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   >> dr=((K(-1) + IP) ï K) / K(-1) 

 

 

In other words, dr will be the ratio, to the initial capital level, of the difference between two levels of capital:  the value 

we would have obtained without depreciation, and the actual one. 

 

(3) The levels actually reached define potential production. 

 

Capacity (called CAP) depends on factors LE and K 

 

 

   (4) CAP(t)=f(LE(t), K(t)) 

 

 

It can be computed directly as: 

 

 

   >> CAP=FRA_GDPVTR 

 

 

ǿƘƛŎƘ ǊŀǘƘŜǊ ǊŜǇǊŜǎŜƴǘǎ ŀ άƴƻǊƳŀƭέ D5t ǾŀƭǳŜ ŎƻƴǎƛŘŜǊƛƴƎ ǘƘŜ ǇǊŜǎŜƴǘ level of factors. 

 

The direct availability of this concept as a series represents the best case, not often met in practice. Later in the text we 

shall address the alternate techniques available in less favorable situations. 

 

(4) They need inputs, and also build inventories. 

 

Intermediate consumption can be defined as proportional to GDP, using the actual value. This means that at any level 

of production, each unit produced will need the same amount of intermediary products. 

 

 

   (5) IC = r_icq . Q 

 

 

For inventories, we will estimate its change: 

 

 

   (6) CI=f(Q) 

 

 

For this, we need to compute: 

 

 

   >> IC=FRA_ISKV 

   >> r_icq=IC/Q (or FRA_ISKV/FRA_GDP) 

   >> CI=FRA_CIV 
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(5) Households obtain wages, based on total employment (including civil servants) and a share of Gross 

Domestic Product. They consume part of this revenue. 

 

Now we need to define total employment, by adding government employment (called lg) to LE. 

 

 

    (7) LT=LE+lg 

 

 

The new series are obtained by: 

 

 

   >> LT=FRA_ET 

   >> lg=FRA_EG 

 

 

Now we have to compute household revenue, which we shall call R_HI. We shall suppose that the same wage applies 

to all workers, and that the non-wage part of Household revenue is a given share of GDP, a series called r_rhiq. This 

gives: 

 

 

   (8) RHI = wr . LT + r_rhiq . Q 

 

 

Actually the above assumption, while simplistic, is probably not too far from the truth. The sensitivity to GDP of the 

elements included in this heterogeneous concept can be low (such as pensions, or interests from long term bonds), high 

(the revenue of small firm owners, with fixed costs and variable output), or medium (self-employed working in the same 

capacity as wage earners). 

 

Household consumption is given by applying to RHI the complement to 1 of a savings rate which we shall call sr. For the 

time being, the savings rate is exogenous: 

 

 

   (9) CO = RHI . (1 ï sr) 

 

 

Housing investment is also a share of RHI, which we shall call r_ih. 

 

 

   (10) IH= r_ih . RHI 

 

 

The new variables are RHI, wr, r_rhiq, sr, IH and r_ih. 

 

RHI is given simply by: 

 

 

  >> RHI = FRA_YDRH  
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Let now compute the real wage rate wr. This is done through the following computation. 

 

Dividing FRA_WSSS by FRA_ET gives the individual nominal value, which we divide again by FRA_CPI/10043 to get the 

real value44. 

 

 

   >> wr = (FRA_WSS/FRA_ET)/(FRA_CPI/100)    

 

 

(parenthesizes are added for clarity). 

 

r_rhi will be obtained as the ratio to GDP of household revenue minus wages 

 

 

   >> r_rhi = (RHI ï wr . LT) /Q 

 

 

Consumption and housing investment will be obtained directly: 

 

 

   >> CO=FRA_CPV 

   >> IH=FRA_IHV 

 

 

Computing the savings rate and r_ih will use the inversion of the associated equation: 

 

 

   sr =(RHI-CO)/RHI     

 

 

or  

  

 

   sr=(FRA_YDRH-FRA_CPV)/FRA_YDRH     

 

 

(savings divided by revenue) 

 

 

   >> r_ih=IH/RHI    

                                                                 

43 The OECD deflators are measured as 100 in 1995. 

44 Considering the above list of available series, one can observe other optiosn aren possible. 
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Or 

 

 

   >>  FRA_IHV/FRA_YDRH 

 

 

(6) Final demand is the sum of its components: consumption, productive investment, housing investment, 

inventories, and government demand. Total demand includes also intermediate consumption. 

 

   (11)  FD=IP+CO+IH+gd+CI 

   (12)  TD = FD + r_ic . Q 

 

 

We need to compute gd as the sum of FRA_IGV and FRA_CGV. 

 

 

   >> gd = FRA_IGV+FRA_CGV 

   >> FD = FRA_TDDV 

   >> r_ic = FRA_ICV/FRA_GDPV 

 

(7) Imports are a share of local demand («domestic demand»). But the less capacities are still available, the more 

an increase in demand will have to be imported. 

 

This calls for: 

 

    

   (13)  UR=Q/CAP 

   (14)  M=f(FD+IC,UR) 

 

 

We need to compute: 

 

 

   >> UR=Q/CAP (its definition) 

   >> M=FRA_MGSV 

 

 

(8) Exports will essentially depend on World demand. But we shall also suppose that if tensions appear (through 

UR) local firms will switch some of their output to local demand, and be less dynamic in their search for 

foreign contracts. 

 

 

   (15) X=f(WD, UR) 

 

 

We need: 
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   >> X=FRA_XGSV 

   >> WD=FRA_XGVTR 

 

 

(9) Supply is equal to demand. 

 

The supply-demand equation will for the moment use the following implicit form: 

 

 

   (16) Q + M = FD + X 

 

 

(all variable values are obtained earlier) 

 

We can now reorder the framework of our model into the following elements: 

 

 

   [1] LE =f(Q) 

 

   [2] IP=f(Q) 

 

   [3] K= K-1 (1-depr) + IP 

 

   [4] CAP=f(LE, K-1) 

 

   [5] IC=r_icq . Q 

 

   [6] CI=f(Q) 

 

   [7] LT=LE+lg 

 

   [8] RHI = wr . LT + r_rhiq . Q  

 

   [9] CO = (1-sr) . RHI 

 

   [10] IH = r_ih . RHI 

 

   [11] FD = CO + IH + IP + CI + gd 

 

   [12] TD = FD + r_ic . Q 

 

   [13] UR = Q/CAP  

 

   [14] M=f(TD, UR) 

 

   [15] X=f(wd, UR) 

 

   [16] Q + M = FD + X 
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Endogenous variables 

 

 

   I  Firms investment. 

   LE  Firms employment. 

   K   Firms (productive) capital 

   CAP  Potential output 

   LT  Total employment. 

   CI  Change in inventories 

   IC  Intermediate consumption 

   IH  Housing investment. 

   CO   Household consumption. 

   FD   French final demand 

   TD   French total demand 

   M   French Imports. 

   RHI   Household real income. 

   UR  Rate of use of capacities 

   X   French Exports. 

   Q   Gross Domestic Product 

 

 

Exogenous variables 

 

 

   depr  Depreciation rate of capital 

   gd  State consumption and investment. 

   lg  Public employment 

   r_ih  Share of Housing investment in Household revenue. 

   r_rhiq  Share of GDP transferred to Households, in addition to wages  

   wd  World demand normally addressed to France. 

   r_icq  Ratio of intermediate consumption to GDP  

   wr  Real average wage rate 

 

 

One observes: 

 

o That we have indeed as many equations as variables to compute.  

o That we have separated behavioral equations and identities.  

o That accounting identities are completely defined. 

o That on the other hand the form of behavioral equations is still indefinite, although the explanatory elements 

are known (at least as a first guess). 

 

This distinction is normal. As we have already indicated, identities generally represent a mandatory formal connection, 

while conforming behavior equations to economic theory is not so restrictive. 

 

¶ Computing formulas 
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By considering the formulas we have obtained, we can see that most of the data needed is available directly, so a simple 

transfer should be enough. We might even have considered using the original names. But as our model will apply only 

to France, there is no reason to keep the prefix, which helped to identify the French data inside a much larger multi-

country file. And one might decide (rightly in our sense) that our names are clearer. 

 

The correspondences are: 

 

 

   Q   = FRA_GDPV 

   CAP  = FRA_GDPVTR 

   CI  = FRA_ISKV 

   LT  = FRA_ET 

   LG  = FRA_EG 

   FD  = FRA_TDDV 

   CO  = FRA_CPV 

   RHI  = FRA_YDRH 

   I    = FRA_IBV 

   IH    = FRA_IHV 

   WD    = FRA_XGVMKT 

   X  = FRA_XGSV 

   M  = FRA_MGSV 

    

 

Only eight elements are lacking, seven of them exogenous variables: 

 

 

   gd    =FRA_IGV+FRA_CGV  Government demand 

   UR  =Q/CAP    Rate of use of capacities 

   depr  = ((K(t-1)  + IP) ï K(t))/K(t-1) Depreciation rate of capital 

   r_ic  =IC/Q    Ratio of intermediate consumption to GDP 

   r_ih  =IH/RHI    Share of Housing investment. 

   r_rhiq  = (RHI ï wr . LT) /Q   Non-wage households revenue: share of GDP 

   sr  =(RHI-CO)/RHI   Savings rate 

   wr  = (FRA_WSS/FRA_ET)/(FRA_CPI/100) Real average wage rate 

 

 

In real cases, this kind of computation will be used often. One must be aware of one important issue: 

 

The use of these formulas is separated from the definition of model equations. The only reason we need them is to 

produce the historical values of series not yet available. If the statisticians had made a comprehensive job (and if they 

knew the requirements of the model) they would have provided the full set, and no computation would have been 

necessary (just a changes of names).  

 

So these two types of formulas have completely different purposes  

 

¶ Applying the computation statements ensures that all the requested data is available. By associating formulas 

to missing elements, they allow to produce the set required for simulation and estimation. If the data was 

already available in the right format, and the names given to the variables were acceptable, no statement 
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would be necessary. And one can check that in our case, most of the computations are actually direct transfers, 

which allow to create a model element while retaining the original series. 

 

Actually, one could question the necessity of having a full set of historical values for endogenous variables. These will 

be computed by the model, which will be simulated on the future anyway. The reasons for producing a full set are the 

following: 

 

o Estimation will need all the elements in the associated equations.   

o Controlling the consistence of identity equations with the data is a prerequisite before any simulation; 

otherwise we may start with a flawed model set. 

o Checking that the model gives accurate simulations on the past will need all the historical elements. 

o Many equations use lagged values. This requires actual values preceding the starting simulation date. 

 

These formulas can include original data, transformed data computed earlier in the program, or simply assumptions. 

For instance: 

 

o GDP has been drawn directly from the original set. 

o The depreciation rate relates the sequence of capital values, and investment. 

o In the absence of other information, the target for inflation can be set to 2%. 

 

¶ The model equations establish a logical link between elements, which will be used by the model to produce a 

consistent equilibrium. This means that if the formula for computing variable A contains variable B, variable A 

is supposed to depend on B, in economic terms.  

 

This is obviously true for estimated equations. For instance, the wage rate can depend on inflation, of exports on world 

demand. But this is also true for identities: 

 

Household revenue is the sum of its elements. If one grows, revenue changes in the same way (ex-ante, of course). 

Basically, we suppose that some behaviors apply in the same way to every element of revenue, whatever its source. 

If household consumption is estimated, savings are the difference between revenue and consumption. 

  

It is extremely important to understand this issue, at the start of any modeling project. 

 

It is quite possible however that the same formula is present in both sets. For instance we might not have values for FD, 

and we believe that CO, I, IH and gd represent the whole set of its components. In this case the formula: 

 

 

   FD = CO + IP  + IH + gd 

 

 

will be used both for computing historical values of FD and to define FD in the model. 

 

This introduces an obvious problem: if we make a mistake in the formula, or we use the wrong data, there is no way to 

detect it. 
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5.3.2 THE EVIEWS PROGRAM 

Let us now consider how the above task can be produced. We want to create: 

 

¶  Workfile for all model elements 

¶ An image of the model, with fully defined identities, indications as the intended estimated equations,  

¶ The associated data. 

 

5.3.2.1 The workfile 

¶ First, we need a work file. In EViews, all tasks are conducted in memory, but they apply to the image of a file 

which will contain all the elements managed at a given moment. 

 

We can create the file right now (as a memory image) or start from a pre-existing one, in which case the file will be 

transferred from its device into memory. 

 

Some precautions have to be taken. 

 

o First, only one version of the file must be open in memory. As we state elsewhere, EViews allows the user to 

open a second version όƻǊ ŜǾŜƴ ǘƘƛǊŘΣ ŀƴŘ ŦƻǳǊǘƘΧύ of a file already opened. Then changes can be applied 

separately to both memory versions, such as series generation and estimations.  

 

This is obviously45 very dangerous. At the least, one will lose one of the set of changes, as there is no way to transfer 

elements from an image to the other. Of course, each file can be saved under a different name, but this does not allow 

merging the changes46. At the worst, one will forget the allocation of changes to the files, and one or both will become 

inconsistent, the best option being to avoid saving any of them, and to start afresh. 

 

This means one should: 

 

* In command mode, check that no file of the same name is opened, and close it if necessary. 

* In program mode (the case here) make sure that no file is open at first. This calls for an initial ά/[h{9έ 

statement, which will not succeed most of the time47 but will guarantee that we are in the required situation. 

 

o Second, a new project must start from a clean (or empty) workfile. For an initial file to contain elements is at 

best confusing, at worst dangerous. For instance series with the same name as elements in our project can 

already be present with a different meaning (GDP for a different country?), and available for a larger period. 

Allowing EViews to estimate equations over the largest period available will introduce in the sample irrelevant 

values. 

 

A simple way to solve the problem is to delete any existing element, through the statement: 

                                                                 

45 This is only a personal opinion. 

46 Providing this option does not look impossible. 

47 With fortunately no error message. 
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   DELETE * 

 

 

which will destroy any pre-existing item, except for the generic C (generic vector of coefficients) and RESID (generic 

series of residuals) which are created automatically with the work file, and cannot be deleted. 

 

There is only one acceptable case for pre-existing elements: if the work file contains some original information, provided 

to the user by an external source. But even in this case the file has to be saved first, to allow tracing back the steps to 

the very beginning in which only this original information was present, in its original form. 

 

In any case, in EViews, the possibility to define separate sheets inside the work file solves the problem. As we have seen 

earlier, one can just store the original data in one sheet, and start building the transformed data in a blank one, logically 

linked to the original. 

 

First principle of modeling: always organize your work in such a way that if step n fails, you can always get back to 

the result of step n-1.  

 

First principle of modeling (alternate version): Always organize you programs in such a way that you can produce 

again all the elements associated with the present situation. 

 

This (long) discourse leads to the following statements: 

 

 

   CLOSE small 

   WFCREATE(page=model) small Q 1970Q1 2005Q4 

   DELETE * 

 

 

Applying them guarantees: 

 

¶ That the file small.wf1 is open in memory with the needed characteristicsΣ ŦƻǊ ŀ ǇŀƎŜ ŎŀƭƭŜŘ άƳƻŘŜƭέ. 

¶ That only one version is open (provided no more than one was open previously, of course, but we shall suppose 

you are going to follow our suggestions). 

¶ That the page is empty (actually it contains only C and RESID). 

5.3.2.2 The data 

Now that we have a work file, we must fill it with the necessary information.  

 

The original information is represented by the 20 series in the FRA.XLS48 Excel file. We shall import them using the 

IMPORT statement. This statement is quite simple (see ǘƘŜ ¦ǎŜǊΩǎ Ƴŀƴǳŀƭ for detailed options): 

 

                                                                 

48 EViews allows also to read Excel 2010 .xlsx files (but not to produce them). 
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   READ fra.xls 20 

 

 

But beware: even if the Excel file contains dates (in the first column or line) this information is not taken into account. 

What is used is rather the current sample, defined by the last SMPL statement. Fortunately, in our case, the current 

sample, defined at workfile creation, is the same as the one in the Excel file. But this will not always be the case: better 

to state the SMPL before the READ. 

 

 

   SMPL 1970Q1 2004Q4  

   READ fra.xls 20 

 

 

Second principle of modelling: if introducing a (cheap) statement can be useful, even extremely seldom, do it.  

 

One also has to be careful about the orientation of series: normally they appear as columns, and data starts from cell 

B2 (second line, second column). Any other case has to be specified, as well as the name of the sheet for a multi-sheet 

file. 

 

An alternate (and probably better) option 

 

LŦ ǘƘŜ Ŧƻƭƭƻǿ ǘƘŜ ŀōƻǾŜ ƳŜǘƘƻŘΣ ŀƭƭ ǘƘŜ Řŀǘŀ ǿƛƭƭ ōŜ ǘǊŀƴǎŦŜǊǊŜŘ ǘƻ ǘƘŜ άƳƻŘŜƭέ ǇŀƎŜΦ ¢Ƙƛǎ ƳŀƪŜǎ ǘƘƛƴƎǎ ŜŀǎƛŜǊ ƛƴ ŀ ǿŀȅΣ 

as all information will be immediately available. But 

 

¶ The separation between original and model data will not be clear. 

¶ The stability of the original data is not guaranteed. 

¶ As the original series are probably more numerous, most of the screen will be occupied by elements no longer 

useful. 

 

Of course, one can separate original and model data by using a prefix for the first type. But it is even better to separate 

the two sets physically. This can be done through the άƭƛƴƪέ EViews function. 

 

Instead of loading the original series in the model page, a specific page is created (named ŦƻǊ ƛƴǎǘŀƴŎŜ άƻŜŎŘέ) in which 

the data is imported. 

 

¢ƘŜƴ ƛƴ ǘƘŜ ƳƻŘŜƭ ǇŀƎŜ ǘƘŜ ƳƻŘŜƭ ǾŀǊƛŀōƭŜǎ ŀǊŜ ŘŜŎƭŀǊŜŘ ŀǎ άƭƛƴƪŜŘέΣ and a link is defined with the original series in the 

άOECDέ ǇŀƎŜΦ 

 

The associated syntax will be presented later. 

5.3.2.3 The model 

¶ Now, we need to define the model on which we shall work. Producing a model starts with the statement: 

 

 

   MODEL modelname 
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Let us call our model _fra_1. 

 

A trick: starting the name of important elements by an underscore allows them to be displayed at the beginning of the 

workfile screen, avoiding a tedious scrolling if the number of elements is large. For very important elements (like the 

model itself) you can even use a double underscore. 

 

The statement  

    

   MODEL _fra_1 

 

 

defines _fra_1 ŀǎ ǘƘŜ άŀŎǘƛǾŜέ ƳƻŘŜƭΦ 

 

Two cases can be considered: 

 

o The model does not exist. It is created (with no equations yet). 

o The model exists. It is opened, with its present equations. 

 

The second option is dangerous in our case, as we want to start from scratch. To make sure of that, the most efficient 

(and brutal) technique is to delete the model first, which puts us in the first case. 

 

 

   DELETE _fra_1 

   MODEL _fra_1 

 

 

This introduces a slight problem, however. In most cases (including right now) the model does not exist, and the DELETE 

statement will fail. No problem, as what we wanted is to make sure no model preexisted, and this is indeed the situation 

we obtain. But EViews will complain, as it could not perform the required task. And if the maximum number of accepted 

errors is 1 (the default option) the program will stop.  

 

o We can ǳǎŜ ǘƘŜ άƴƻŜǊǊέ ƻǇǘƛƻƴΣ ǿƘƛŎƘ ŀŎŎŜǇǘǎ ŦŀƛƭǳǊŜ ƻŦ ǘƘŜ ǎǘŀǘŜƳŜƴǘ ǿƛǘƘƻǳǘ ŜǊǊƻǊ ƳŜǎǎŀƎŜΦ 

 

 

   DELETE(noerr) _fra_1  

   MODEL _fra_1 

 

 

o We can change the default number of accepted errors. 

 

Another way to avoid this situation is obviously to set the maximum number of errors to more than 1. This is done by 

ŎƘŀƴƎƛƴƎ ǘƘŜ ƴǳƳōŜǊ ƛƴ ǘƘŜ άaŀȄƛƳǳƳ ŜǊǊƻǊǎ ōŜŦƻǊŜ ƘŀƭǘƛƴƎέ ōƻȄ ƛƴ ǘƘŜ άwǳƴ ǇǊƻƎǊŀƳέ ƳŜƴǳΦ 

 

Actually, if you have followed the principle above, there is no risk in proceeding in a program which produced error 

messages, even valid ones. You have saved the elements associated to the initial situation, and even if you forgot to do 

that, you can always repeat the steps which led to it. 

 

The advantage of this option: 
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o The program will continue after irrelevant error messages. 

o You can produce artificial errors, which can be quite useful as flags49. 

o The messages can be associated to several logically independent errors, which can be corrected 

simultaneously, leading faster to a correct version. 

 

Now, which number should we specify? In my opinion, depending on the model size, from 1000 to 10000. The number 

has to be higher than the number of potential errors, as you want to get as close as possible to the end of the program. 

Of course, you will never make 10000 logical errors. But the count is made on the number of error messages. And in a 

2000 equations model, if you have put all the endogenous to zero and you compute their growth rates, this single 

mistake will generate 2000 messages. 

 

The only drawback is that if your program uses a loop on the number of elements of a group, and this group could not 

be created, the loop will run indefinitely with the message:  

 

 

  Syntax error in "FOR !I=1 TO G.@COUNT" 

 

 

You will have to wait for the maximum number to be reached. 

 

¶ Introducing the equations. 

 

Now that we have a blank model, we can introduce the equations one by one. The text of these equations has already 

been defined, we just need to establish the EViews commands.  

 

This is done through the APPEND statement.  

 

The first one will define investment: 

 

 

   _fra_1.append IP=f*(Q) 

 

 

Clearly the syntax 

 

o /ƻƴǘŀƛƴǎ ǘƘŜ ǎǘŀǘŜƳŜƴǘ άŀǇǇŜƴŘέ 

o Adds the model name on the left, with a dot. 

o Adds the text of the equation on the right, with a separating blank. 

 

We must now explain the strange syntax of our equation. 

 

                                                                 

49 The message associated with a real error will locate it between the preceding and following artificial errors. 

 

mailto:G.@COUNT
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o At this moment, we expect the model to explain the decision on investment by the evolution of GDP. This 

seems quite logical, but we have not established the possible forms of the theoretical equation, and we have 

not checked that at least one of these equations is validated by all required econometric tests. 

 

o But at the same time we want EViews to give us as much information as possible on the structure of our model: 

simultaneities, exogenous parts...  

 

o The best compromise is clearly to produce a model which, although devoid of any estimated equation, 

nevertheless presents the same causal relationships as the (future) model we consider. 

 

The simplest choice should be, as if we were writing model specifications in a document or on a blackboard, to state: 

 

 

   IP=f(Q) 

 

 

Unfortunately, EViews does not accept an equation written in this way. It will consider we are using a function called f, 

with the argument Q. As this function does not exist, the equation will be rejected. 

 

¢ƘŜ ǘǊƛŎƪ ǿŜ ǇǊƻǇƻǎŜ ƛǎ ǘƻ Ǉǳǘ ŀƴ ŀǎǘŜǊƛǎƪ ōŜǘǿŜŜƴ άŦ άŀƴŘ ǘƘŜ ŦƛǊǎǘ ǇŀǊŜƴǘƘŜǎƛǎΣ ǿƘƛŎƘ ƎƛǾŜǎ 

 

 

   IP=f*(Q). 

 

 

And state f as a scalar (to avoid confusion with an additional exogenous). 

 

If more than one explanatory variable is used, such as in the productive capacity equation, we would like to write: 

 

 

   CAP=f*(LE,K) 

 

 

Again, this is not accepted by EViews, and we can write instead: 

 

 

   CAP=f*(LE+K) 

 

 

One just has to state his conventions, and you are welcome to use your own. 

 

However, dropping the f is dangerous, such as in: 

 

 

   M=FD+TD 

 

 

This will work too, but the equation can be confused with an actual identity, quite misleading in this case. 
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The complete set of equation statements is:  

 

 

   _fra_1.append LE =f*(Q) 

    

   _fra_1.append I=f*(Q) 

    

   _fra_1.append K = K(-1)*(1-depr) + I 

    

   _fra_1.append CAP=f*(LE+ K) 

    

   _fra_1.append IC=r_icq * Q 

    

   _fra_1.append CI=f*(Q) 

    

   _fra_1.append LT=LE+lg 

    

   _fra_1.append RHI = wr * LT + r_rhiq .*Q  

    

   _fra_1.append CO = (1-sr) * RHI 

    

   _fra_1.append] IH = r_ih * RHI 

    

   _fra_1.append FD = CO + IH + IP + CI + gd 

    

   _fra_1.append TD = FD + r_ic * Q 

    

   _fra_1.append UR = Q/CAP  

    

   _fra_1.append M=f*(TD+UR) 

    

   _fra_1.append X=f*(wd+UR) 

    

   _fra_1.append Q + M = FD + X 

 

 

They produce a 16 equations model called _fra_1. After running the statements, an item will be created in the workfile, 

ǿƛǘƘ ǘƘŜ ƴŀƳŜ άψŦǊŀψмέ ŀƴŘ ǘƘŜ ǎȅƳōƻƭ άaέ (in blue). 

 

Double-clicking on this item will open a special window, with the list of equations: 

 

¶ Text (with the icon έ¢·¢έ ƻƴ ǘƘŜ ƭŜŦǘύΣ  

¶ Number (in the order of introduction in the model).  

¶ Economic dependencies: the dependent variable on the left, the explanatory on the right, using actually the 

syntax we could not apply earlier. Lags are not specified, as we shall see later. So K is presented as depending 

on K. 

 

!Ŏǘǳŀƭƭȅ ǘƘǊŜŜ ƻǘƘŜǊ ŘƛǎǇƭŀȅ ƳƻŘŜǎ ŀǊŜ ŀǾŀƛƭŀōƭŜΣ ǳǎƛƴƎ ǘƘŜ ά±ƛŜǿέ ōǳǘǘƻƴΥ 
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¶ ±ŀǊƛŀōƭŜǎΥ ǎƘƻǿǎ ǘƘŜ ǾŀǊƛŀōƭŜǎ όŜƴŘƻƎŜƴƻǳǎ ƛƴ ōƭǳŜ ǿƛǘƘ ά9ƴέΣ ŜȄƻƎŜƴƻǳǎ ƛƴ ȅŜƭƭƻǿ ǿƛǘƘ ά·έύ. For the 

endogenous, the number of the equation is given. This allows locating the equation in the model text, which is 

useful for large models. 

 

¢ƘŜ άŘŜǇŜƴŘŜƴŎƛŜǎέ ōǳǘǘƻƴ ƎƛǾŜǎ ŀŎŎŜǎǎ ǘƻ ŀ ǎǳō-menu, which allows to identify the variables depending on the current 

one (Up) and which influences it (Down). 

 

CƻǊ ƛƴǎǘŀƴŎŜΣ ŦƻǊ C5Σ ά¦Ǉέ ǿƛƭƭ ƎƛǾŜ ¢5 ŀƴŘ vΣ ά5ƻǿƴέ ǿƛƭƭ ƎƛǾŜ /hΣLΣDΣŀƴŘ LI 

 

hŦ ŎƻǳǊǎŜΣ ŜȄƻƎŜƴƻǳǎ ǿƛƭƭ ƻƴƭȅ ōŜ ŀƭƭƻǿŜŘ ǘƘŜ ά¦Ǉέ ōǳǘǘƻƴΦ 

 

¢ƘŜ άCƛƭǘŜǊέ ƻǇǘƛƻƴ ǿƛƭƭ ŀƭƭƻǿ ǎŜƭŜŎǘƛƴƎ ǾŀǊƛŀōƭŜǎ ǳǎƛƴƎ ŀ ǎǇŜŎƛŦƛŎ άƳŀǎƪέΦ For instance in a multi-country model the French 

variables can be identified with FRA_*, provided one has used such a convention. 

 

¶ Source text: this is basically the text of the model code. We shall see that this changes with estimated 

equations. 

 

¶ Block structure: this gives information on the logical structure of the model (detailed later in Chapter 7). 

 

We get:  

 

o The number of equations. 

o The number of blocks, separated into simultaneous and recursive. 

o The contents of each block. 

 

For the time being, let us only say that a simultaneous block contains interdependent elements. For any couple of 

elements in the block, a path can lead from the first to the second, and vice-versa. Of course this property does not 

depend on the ordering of equations inside the block. 

 

EViews gives also number of feedback variables (this will be explained later too). 

 

On the contrary, a recursive block can be ordered (and EViews can do it) in such a way that each variable depends only 

(for the present period) on previously defined variables. 

 

This information is useful to improve the understanding of the model, to locate inconsistencies and to correct technical 

problems. 

 

EViews can detect errors if: 

 

o A variable is defined twice  

o The syntax of an equation is wrong (a parenthesis is lacking for instance) 

 

and allow the user to observe errors himself if: 

 

o Normally endogenous elements appear as exogenous: the equation for the variable has been forgotten, or 

written incorrectly. 

o Elements foreign to the model appear: variables have been misspelled. 

o A loop appears where there should be none. 
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o Or (more likely) an expected loop does not appear: for instance a Keynesian model is described as recursive, 

or a model for two countries trading with each other can be solved as two independent blocks. 

 

All these errors can be detected (and corrected) without calling for the data. This can speed up the building process, 

especially if the data is not yet produced. 

 

For the production of series, there are two options. 

 

LŦ ǘƘŜ ƻǊƛƎƛƴŀƭ ŀƴŘ ƳƻŘŜƭ ǎŜǊƛŜǎ ǎƘŀǊŜ ǘƘŜ ǎŀƳŜ ǇŀƎŜΣ ƻƴŜ ǿƛƭƭ ǎƛƳǇƭȅ ǳǎŜ ǘƘŜ άƎŜƴǊέ ǎǘŀǘŜƳŜƴǘΣ ƛƴ the sequence. 

 

 

    genr  Q=FRA_GDPV 

   genr  CAP= FRA_GDPVTR 

   genr  CI =FRA_ISKV 

   genr  IC=FRA_ICV 

   genr  LT =FRA_ET 

   genr  LG =FRA_EG 

   genr  FD = FRA_TDDV 

   genr  CO =FRA_CPV 

   genr  RHI =FRA_YDRH 

   genr  IP  = FRA_IBV 

   genr  IH  = FRA_IHV 

   genr  WD  = FRA_XGVMKT 

   genr  GD  = FRA_IGV+FRA_CGV 

   genr  X =FRA_XGSV 

   genr  M =FRA_MGSV 

    

   genr r_icq= FRA_IC/FRA_Q 

   genr r_ih=IH/RHI (or FRA_IHV/FRA_YDRH) 

   genr r_rhiq=(RHI-WR*LT)/Q 

   genr sr=(RHI-CO)/RHI 

   genr UR=Q/CAP 

   genr wr=FRA_WSSS//FRA_LT (FRA_PCP/100) 

   genr rdep=((K(-1)+IP)-K)/K(-1) 

 

 

If the original series are managed in their own page (a better option in our opinion), one will use: 

 

   

    for %1 Q CAP CI IC LT LG FD CO RHI I IH WD X M 

    link {%1} 

    next 

     Q.linkto oecd\FRA_GDPV 

    CAP.linkto oecd\FRA_GDPVTR 

    CI.linkto oecd\FRA_ISKV 

    IC.linkto oecd\FRA_ICV 

    LT.linkto oecd\FRA_ET 

    LG.linkto oecd\FRA_EG 

    FD.linkto oecd\FRA_TDDV 

    CO.linkto oecd\FRA_CPV 
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    RHI. oecd\FRA_YDRH 

    I.linkto oecd\FRA_IBV 

    IH.linkto oecd\FRA_IHV 

    WD.linkto oecd\FRA_XGVMKT 

    X.linkto oecd\FRA_XGSV 

    M.linkto oecd\FRA_MGSV 

    GD .linkto oecd\FRA_IGV+FRA_CGV 

 

 

However, a problem remains for GD, the sum of the two original variables FRA_IGV and FRA_CGV. The LINK function 

allows to refer to single variables and not functions (as Excel does). Until EViews 8 you had two options. 

 

Creating links to the original elements in the model page. 

 

 

   LINK FRA_IGV 

   LINK FRA_CGV 

   FRA_IGV.linkto oecd\FRA_IGV 

   FRA_CGV.linkto oecd\FRA_CGV 

   genr gd=FRA_IGV+FRA_CGV 

 

 

Or computing a FRA_GDV variable in the original page. 

 

 

  genr FRA_GDV=FRA_IGV+FRA_CGV 

 

 

And linking it 

 

 

   LINK GD 

   GD.linkto oecd\FRA_GDV 

 

 

But E Views 8 allows to refer to variables in a different page, as 

 

 

   page_name\variable name 

 

 

This means you can use the much simpler method : 

 

 

   genr GD= oecd\FRA_IGV+oecd\FRA_CGV 

 

 

Of course, the same method could have been used for single variables. 
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     genr Q=oecd\FRA_GDPV 

    genr CAP=oecd\FRA_GDPVTR 

    genr CI=oecd\FRA_ISKV 

    genr IC=oecd\FRA_ICV 

    genr LT=oecd\FRA_ET 

    genr LG=oecd\FRA_EG 

    genr FD=oecd\FRA_TDDV 

    genr CO=oecd\FRA_CPV 

    genr RHI. oecd\FRA_YDRH 

    genr I=oecd\FRA_IBV 

    genr IH=oecd\FRA_IHV 

    genr WD=oecd\FRA_XGVMKT 

    genr X=oecd\FRA_XGSV 

    genr M=oecd\FRA_MGSV 

    genr GD =oecd\FRA_IGV+oecd\FRA_CGV 

 

 

it all depends if you want changes in the original series  to be applied automatically, or to control the process through 

GENR50. But if the series is not present (like GD) in the original data, a GENR statement is called for anyway. 

 

Now we have produced a first version of the model, and the associated data. At the behaviors have not been established, 

we obviously cannot solve it. But we can check two important things: 

 

o The data required for estimation is present. 

o The data is consistent with the identities. 

 

These conditions are needed to start estimation, the next stage in the process. The first one is obvious, the second less 

so. But inconsistencies in identities can come from using a wrong concept for a variable, of computing it wrongly. If this 

variable is going to be used in estimation, whether as dependent or explanatory, the whole process will be based on 

wrong elements. 

 

o The time spent in estimation will be lost. 

o This time will probably be longer than usual, as it is generally more difficult (sometimes impossible) to find a 

good fit based on wrong data (fortunately?).  

o If a good fit is found, the associated equation can remain in the model for a long time (if not indefinitely), and 

all the subsequent results will be invalidated. If one is honest, discovering the error later means that a lot of 

work will have to be done again, including possibly published results. 

 

This test can be conducted through a very simple technique: the residual check 

 

5.3.3 A FIRST TEST: CHECKING THE RESIDUALS IN THE IDENTITIES 

                                                                 

50 Of course, this will also increase the size of the workfile. 
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At this point, asking for a solution of the model cannot be considered. However, some controls can be conducted, which 

Řƻ Ŏŀƭƭ ŦƻǊ ŀ ǾŜǊȅ ǎǇŜŎƛŦƛŎ άǎƛƳǳƭŀǘƛƻƴέΦ ¢Ƙƛǎ ǘŜŎƘƴƛǉǳŜ ƛǎ ŎŀƭƭŜŘ άǊŜǎƛŘǳŀƭ ŎƘŜŎƪέΦ 

 

This method will compute each formula in the model using the historical values of the variables. This can be done by 

creating for each equation a formula giving the value of the right-hand side expression (using the GENR statement in 

EViews). However, there is a much simpler method, provided by EViews. 

 

If we consider a model written as: 

 

 

   
)Ĕ,,,( 1 atttt xyyfy -=

 
 

 

with y and x the vectors of endogenous and exogenous variables. 

 

We Ŏŀƴ ǇŜǊŦƻǊƳ ŀ ǾŜǊȅ ǎǇŜŎƛŦƛŎ άǎƛƳǳƭŀǘƛƻƴέΣ ƛƴ ǿƘƛŎƘ ŜŀŎƘ Ŝǉǳŀǘƛƻƴ ƛǎ ŎƻƳǇǳǘŜŘ ǎŜǇŀǊŀǘŜƭȅ ǳǎƛƴƎ ƘƛǎǘƻǊƛŎŀƭ ǾŀƭǳŜǎΦ 

 

Technically this means: 

 

¶ Breaking down the model into single equation models, as many as there are equations.  

¶ Solving each of these models separately, using as explanatory values the historical ones. If we call these 

historical values 
0

ty  

 

It means we shall compute: 

 

 

   ttttt exyyfy += - )Ĕ,,,( 0

1

0 a
 

 

 

This method will control: 

 

¶ For identities, the consistency between data and formulation. 

¶ For the behavioral equations, the availability of the variables requested by the contemplated estimations. But 

one gets no numerical information (actually the method we are proposing will give a zero value). 

 

Actually EViews allows the use of an expression on the left hand side. This applies also here, the comparison being made 

between the left and right expressions.  

 

The interest of this method is obvious: if the residual in the equation is not zero, it means that there is at least one error 

in that particular equation. Of course the problem is not solved, but its location is identified. We shall see later that this 

method is even more efficient for a fully estimated model, and we shall extend our discussion at that time. 

 

 It would be illusory, however, to hope to obtain a correct model immediately: some error diagnoses might have been 

badly interpreted, and corrections badly performed. But even if the error has been corrected: 

 

¶ There could be several errors in the same equation 
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¶ The correcting process can introduce an error in another equation that looked previously exact, but contained 

actually two balancing errors. Let us elaborate on this case. 

 

Let us consider our example. If we had used for housing investment the value at current prices: 

 

 

   genr IH=FRA_IH 

 

 

Then the equation for FD  

 

 

   _fra_1.append FD = CO + IH + IP + CI + gd 

 

 

would not hold true, but the one for IH  

 

 

   _fra_1.append IH = r_ih . RHI 

 

 

will, as the computation of r_ih as the ratio of IH to RHI will compensate the error by another error. 

 

If we correct the error on IH without correcting r_ih, the IH equation will now appear as wrong, while its number of 

errors has decreased from 2 to 1.  

 

This means achieving a set of all zero residuals might take a little time, and a few iterations, but should converge 

regularly until all errors have disappeared51. 

5.3.3.1 The types of error met 

The residual check allows diagnosing the following errors  

 

¶ Failure to solve 

 

o syntax error  (call to a non-existent function, unbalanced parentheses). 

o series with the right name, but unavailable, either completely (they have not been obtained), or partially (some 

periods are lacking). 

o bad spelling (call to a non-existent series) 

 

¶ Non-zero residuals 

o bad spelling (call to the wrong series). 

o errors of logic. This can be more or less serious, as it can come from a purely technical error:  forgetting a term 

for example, or from a conceptual error:  stating an unverified theoretical identity. 

                                                                 

51 Unless the modeler allows some identities to hold true only approximately. 
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o data error: badly entered information, badly computed series, information coming from non-coherent sources, 

or from different versions of the same bank.  

 

¶ Non-verified behavioral equations (or with erroneous residual). This issue will be applicable (and addressed) 

later. 

 

Observing error values can give clues as to their origin: 

 

¶ If some periods give a correct result: 

 

o At the base year (where elements at constant and current prices are identical): the price indexes could be 

mistaken for one another, or values could be mistaken for volumes. 

 

o If a variable in the formula is null for these periods, it could be responsible. 

 

o Otherwise it could come from a typing error (made by the user or the data producer). 

 

o Or if it appears in the last periods, the provisory elements could be inconsistent. 

 

¶ Observing the magnitude of the error also can be useful: a residual exceeding the normal economic magnitude 

(1000% for example) should come from a specification error: bad operator, inversion of coefficients, mistaking 

values and values per capita. A low residual will often come from confusion between two close concepts (the 

consumption price deflator excluding or including VAT). 

 

¶ For additive equations, a missing or extra element may be identified by comparing the residual to the actual 

values of variables. For instance if the error on final demand for 2000Q1 is 56734 and this is the value of housing 

investment. 

 

¶ If the sign of the error is constant (and especially if the order of magnitude is similar across periods), the error 

could come from the absence of an element, a multiplication by a wrong factor, or a missing positive influence. 

 

¶ If several errors have identical values, they should have the same origin. 

 

¶ If two variables show roughly identical errors with the opposite sign, this can come the fact that one of them 

has erroneous values and explains the other. 

 

For instance if historical values for Q are overestimated, the relative error on UR and Q will be similar with different 

signs.  

 

 

   UR = Q/CAP  

 

   Q + M = FD + X 

 

5.3.3.2 Processing errors 

Diagnosing errors in the residual check phase can lead back to different phases of the modelling process: 
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¶ Data management: the data obtained from external producers is not consistent, for a full series or for specific 

observations (this happens!). 

 

¶ Production of model data: using the wrong original series, using a wrong computation. 

 

Example:  using a variable at current prices instead of constant, or forgetting an element in a sum. 

 

¶ Specification of the model (badly written equations). 

 

Example:  forgetting the term for Housing investment in the definition of demand.  

 

¶ Estimation (modified series since estimation, bad coefficients). 

 

Example:  an error in the imports equation shows that the explanatory series for domestic demand has been changed 

since estimation. 

 

Applying this process a number of times will be necessary to produce a coherent model. 

5.3.3.3    Back to the example 

Producing a residual check is quite easy in EViewsΥ ƻƴŜ Ƨǳǎǘ Ƙŀǎ ǘƻ ǎǇŜŎƛŦȅ ǘƘŜ ƻǇǘƛƻƴ άŘҐŦέ ƛƴ ǘƘŜ {h[±9 ǎǘŀǘŜƳŜƴǘΥ 

 

 

   _fra_1.solve(d=f)  

 

 

Of course, as all equations will be computed separately, all information must be available on the current sample period, 

including the endogenous variables (which should be exogenous somewhere else). Contrarily to computations and 

estimations, EViews does not adapt the simulation process to the feasible period (this seems rather logical). 

 

As the model is recursive (super-recursive?) computation gives the result directly, and no element describing the solving 

method is needed (we shall see them later). 

 

However: 

 

¶ One should specify the name given to the computed variables. 

 

Every time EViews has to solve a model, the name given to the results will be built from the original name of the variable, 

to which will be added a suffix (a prefix is also possible but less manageable in our opinion). This avoids destroying the 

original information, and allows comparing alternate solutions. 

 

The prefix is specified using the statement: 

 

 

   modelname.append @all suffix 
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(remember: append adds text to the model, an identity equation is only a special case of text). 

 

In our case, applying ǘƘŜ ǎǳŦŦƛȄ άψ/έ Ŏŀƭƭǎ ŦƻǊΥ 

 

 

   _fra_1.append @all _C  

 

 

The equation for FD will give FD_C, which we can compare with the actual values of FD. 

 

Computing the differences between actual and computed values can be done in a loop, using the syntax described later. 

¢ƘŜ ŜƭŜƳŜƴǘǎ ƛƴ ǘƘŜ ƭƻƻǇ Ŏŀƴ ōŜ ŘŜŦƛƴŜŘ άōȅ ƘŀƴŘέ ōǳǘ ƛǘ ƛǎ ƳƻǊe efficient to use the άmakegroupέ statement. 

 

 

   _fra_1.makegroup(a,n) groupname @endog  

   _fra_1.makegroup(a,n) groupname @exog 

 

 

In our case: 

 

 

   _fra_1.makegroup(a,n) g_vendo @endog 

   _fra_1.makegroup(a,n) g_vexo @exog 

 

 

Two remarks: 

 

¶ You surely wonder about the reason for the (a,n). This modifies the default options of the άmakegroupέ 

statement, which would produce a group with the baseline names (in our case with _C added) and leave out 

the actual names. Stating (a,n): 

 

o Introduces the actual names (a for actual) 

o Eliminates the baseline ones (n for no baseline) 

 

It would be best to restrict the computations to the identities. TƘŜ ǊŜǎƛŘǳŀƭǎ ƻƴ ǘƘŜ άŜǎǘƛƳŀǘŜŘέ ƘŀǾŜ ƴƻ meaning: as 

ǘƘŜ άŦέ ǎŎŀƭŀǊ ƛǎ ƴǳƭƭΣ ǘƘŜ ǊƛƎƘǘ ƘŀƴŘ ǎƛŘŜ ǿƛƭƭ ōŜ ŎƻƳǇǳǘŜd as zero, and the percentage error as 100% as 100*(value - 

0)/value. But being able to compute the whole model proves that estimations can be conducted on that period.  

 

One can create two sub-groups by  

 

 

   group g_vbeha CI I LE M X 

 

   group g_viden CAP CO FD IC IH K LT Q RHI TD UR  

 

 

Or     
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   group g_vbeha CI I LE M X 

   _fra_1.makegroup(a,n) g_viden @endo 

   g_viden.drop CI I LE M X 

 

 

This creates first a full group g_viden, then eliminates the estimated from it. 

 

This last technique is clearly inefficient here, but will be much more with a 500 equations model with 50 estimated ones 

(a more usual situation). 

 

However, both techniques call for a user-defined list, which will have to be updated each time the variable set is 

modified, something we want to avoid: we propose using a more complex, but automatic one.  

 

A tip: A visual check is made difficult by the relative imprecision of EViews, which often produces small residuals for 

exact equations. In scientific format, these residuals appear as numbers with high negative exponents are hard to 

identify. One solution is to move to a fixed decimal presentation, by selecting a zone όƛƴ ǘƘŜ άǎǇǊŜŀŘǎƘŜŜǘέ ǾƛŜǿύ then 

ǳǎƛƴƎ ǘƘŜ ǊƛƎƘǘ ƳƻǳǎŜ ōǳǘǘƻƴ ǘƻ ŀŎŎŜǎǎ άŘƛǎǇƭŀȅ ŦƻǊƳŀǘέ ǘƘŜƴ άŦƛȄŜŘ ŘŜŎƛƳŀƭέΦ  

 

A simpler solution to observe if there is no error is to display all the residuals as a single graph, and look, not at the series 

(they should move around in Brownian motion) but at the scale: both maximum and minimum must be very small. 

 

Another idea is to transfer the residuals to Excel and sort the sheet (unfortunately EViews does not sort a sheet across 

series on the values at a given period). The non-negligible elements should appear at the top and the bottom according 

to their sign and the sorting order. This technique takes more time but allows to identify immediately and fully the faulty 

elements. 

5.3.3.4    A trick: generating the groups of identities and behavioral 

You certainly have realized by now (and you knew it probably before anyway) that one should avoid as much as possible 

having to edit the text of modeling programs, each time changes have been made earlier in the process. This represents 

at best extra work, at worst a source of error. We have just violated this principle, by separating by ourselves the 

endogenous into behavioral and identity.  

 

This will introduce problems, in particular in large models: the initial process will be tedious and error prone, and one 

will have to remember to update the list every time the model structure changes.  

 

We propose a simple technique to avoid this, and make the initial separation and its updating automatic. It is based on 

ǘƘŜ ǇǊŜǎŜƴŎŜ ƻŦ ǘƘŜ άŦέ ǎŎŀƭŀǊ ƛƴ ǘƘŜ ōŜƘŀǾƛƻǊŀƭ ŜǉǳŀǘƛƻƴǎΦ 

 

We just have to: 

 

o {ƛƳǳƭŀǘŜ ǘƘŜ ƳƻŘŜƭ ǿƛǘƘ ǘƘŜ ƻǇǘƛƻƴ άŘҐŦέ ŀƴŘ ŦҐмΣ ǎŀǾƛƴƎ ǘƘŜ ǊŜǎǳƭǘǎ under a given suffix 

 

o Set f to 2 and update the model (this is necessary to take into account the change). 

 

o Simulate the model again with f=2 and another suffix. 
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o Create empty groups of estimated and identity variables. 

 

o Produce a loop over the whole group of endogenous, and test each time if the results of the two simulations 

are different. 

 

* If they are, add the variable to the list of estimated elements. 

 

* If not, to the list of identity elements. 

 

  

We can use the following program (for the period 2000 ς 2002). We suppose that any percentage error higher than 

0.00001 denotes an error. 

 

 

   _fra_1.makegroup(a,n) g_vendo @endog 

   _fra_1.makegroup(a,n) g_vexo @exog 

   group g_varia g_vendo g_vexo 

    

    

   group g_vbeha    ócreates an empty group 

   group g_viden     ócreates an empty group 

   smpl 2000S1 2002S2 

   _fra_1.append assign @all _c 

   scalar f=0 

   solve(d=f) _fra_1 

   scalar f=1 

   _fra_1.update 

   _fra_1.append assign @all _d 

   solve(d=f) _fra_1 

    

   for !i=1 to g_vendo.@count 

   %1=g_vendo.@seriesname(!i) 

   series pf_{%1}=100*({%1}_d-{%1}_c)/({%1}_c+({%1}_c=0)) 

   if @max(@abs(pf_{%1}))>1e-5 then  

   g_vbeha.add {%1} 

   else 

   g_viden.add {%1} 

   endif 

   next 

 

 

This sequence calls for some explanation. 

 

¶ ¢ƘŜ ƭƻƻǇ όάŦƻǊέ ǘƻ άƴŜȄǘέύ ƛǎ ǊŜǇǊƻŘǳŎŜŘ ŦƻǊ ŜŀŎƘ ǾŀǊƛŀōƭŜ ƛƴ ǘƘŜ ƭƛǎǘ ƎψǾŜƴŘƻΦ ¢ƘŜ ƴǳƳōŜǊ ƻŦ ǘƘŜǎŜ ǾŀǊƛŀōƭŜǎ ƛǎ 

g_vendo.@count (For EViews, x.@count is an integer scalar containing the number of elements in group x). 

 

o !i is the rank of the variable in the group g_vendo (from 1 to g_vendo.@count). 
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o %1 receives as a character string the contents of g_vendo.@seriesname(!i) , the name of the variable in group 

g_vendo, with rank !i. 

 

o The subsequent formulas replace %1 by its string value, and brackets are dropped leaving the characters in the 

statement. 

 

For regular users of EViews, or people familiar with programming, the above was probably clear. For others, this is the 

time to give very basic information about EViews programming (even if this is not the purpose of this book). 

5.4 USING LOOPS AND GROUPS IN EVIEWS 

In the programs we are going to present, intensive use is made of two elements: groups and loops. 

5.4.1 GROUPS 

Groups are named elements which refer to a set of objects (which can be series, series expressions but also other 

objects), allowing to treat them either as a whole or in sequence. 

 

The statement creating a group is  

 

 

  group name-of-the group list-of-elements 

 

 

For instance 

 

  

  group g x y z x/y 

 

 

will create a group named g containing the three series x, y and z and the ratio of x to y. 

 

The element must be series of expression, but one can cheat by creating artificial series with the name of the requested 

element. 

 

One can: 

 

¶ Group groups 

¶ Add and drop elements from groups: 

 

 

    g.add a  

 

 

will add the series a to the group g. 

 

 

    g.drop x  
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will drop the series x from the group g. 

 

Two useful elements can be associated with the group: 

 

g.@count is a scalar which contains the number of elements of group g. 

g.@seriesname is a character vector which contains the names of the series in group g. 

 

Finally, groups can be created through a mask: 

 

group g_fra fra_*   will create a group from all the elements starting with fra_ an underscore. 

group g_GDP ???_GDP  will create a group from all the GDPs of OECD countries (using three characters as a 

label). 

group g_3 ???_*   will create a group from all the elements starting with three characters, then  

 

Groups can be used to display a list of series, as spreadsheet or graph, by double-clicking on its name in the workfile 

window (where they appear ŀǎ ŀ ōƭǳŜ άDέ ǎȅƳōƻƭύ or calling for it. 

 

The default display is a spreadsheet format, but one can move to graphs ǳǎƛƴƎ ǘƘŜ ά±ƛŜǿέ ōǳǘǘƻƴ ǘƘŜƴ άƎǊŀǇƘέΣ ƻǊ ŜǾŜƴ 

ŜŘƛǘƛƴƎ ǘƘŜ ƭƛǎǘ ƻŦ ŜƭŜƳŜƴǘǎ ōȅ ά±ƛŜǿέ Ҍ άƎǊƻǳǇ ƳŜƳōŜǊǎέΦ 

5.4.2 LOOPS 

EViews allow two kinds of loops: 

 

¶ By elements (a list or a group) 

 

The syntax is: 

 

 

  for %parameter list-of-variables or group-name 

  block of statements including {%parameter} or %parameter 

  next 

 

  

The block of statements will be repeated in sequence for each element in the list, which will then replace the parameter. 

 

The presence of brackets around the parameter changes its status. With brackets the associated characters are included 

in the statements, then the brackets are dropped. Without brackets the parameter is considered as a character string 

variable. 

 

For instance with  

 

 

   %1="111" 

 

 

mailto:Group-name.@count
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The statement 

 

 

   genr xxx={%1} 

 

 

will give to the series xxx the value 111, 

 

while 

 

 

   xxx=%1 

 

 

ǿƛƭƭ ŎǊŜŀǘŜ ŀ ŎƘŀǊŀŎǘŜǊ ǎǘǊƛƴƎ ǿƛǘƘ ǘƘŜ ǾŀƭǳŜ άмммέ 

 

The statement 

 

 

   genr xxx=%1 

  

 

will be illegal as it tries to transfer a character string to a series. 

 

We get the message: 

 

 

  can not assign string expression to numeric variable in "GENR XXX="111"" 

 

 

On the other hand, the statement: 

 

 

   %2=%1+"333" 

 

 

²ƛƭƭ ŎǊŜŀǘŜ ŀ άмммоооέ ǎǘǊƛƴƎΣ ǿƘƛƭŜ 

 

 

   %2={%1}+"333" 

 

 

will be illegal as it mixes strings and values: 

 

 

   Scalar assigned to string in "%2=111+"333""  

 

 

¶ By integer number. 
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The syntax is: 

 

 

   for !name=first-integer to second-integer by third integer 

   block of statements including {!parameter} 

   next 

 

 

The block of statements will be repeated in sequence from first-integer to second-integer, incrementing if necessary by 

third-integer, the value replacing the parameter.  

 

Integers can be negative. If third-integer is omitted, the increment will be 1. 

 

This type of loop can also be applied to a group 

 

 

   for !integer=1 to group-name.@count 

   %1=group-name.@seriesname(!integer) 

   block of statements including !integer, %1, {%1} 

   next 

 

 

¶ group-name.@count is the number of elements in the group group-name. 

 

¶ %1 receives the contents of group-name.@seriesname(!i) , the name of the variable in group group-name, 

with rank !integer. 

5.5 COMPARING WORKFILES : THE WFCOMPARE COMMAND 

During the modelling process, you often have to compare two sets of information. 

 

In particular, you might want to: 

 

o Make sure that two sets of data are identical. This applies to the results of a program you are running again, 

maybe after a long delay.   

 

o Control the evolution of historical values for a model data set, showing for instance which equations will have 

to be estimated again. 

 

o Summarize the results of a residual check, showing for which equations the right hand side (using historical 

values of the explained variable) is different from the right hand side (the result of the computation). By setting 

a tolerance level slightly higher than zero (for instance 0.0001) one can restrict the display to the errors deemed 

significant. 

 

o Or you just might want to know which elements of a set are present in another set, for instance which available 

series are actually used by one model. 

 

mailto:group-name.@count
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This can be done easily, using the wfcompare command. 

 

You can compare elements between workfiles and pages inside the same workfile. EViews will display one line per 

element, in which will be stated its relation, between: unchanged, modified (numerically), added, deleted, replaced 

(logically, the last case applies for instance to a linked variable have been modified). A filter can be applied. 

 

For series, a tolerance level can be set, under which the series are not considered modified. The display will tell how 

many periods show a higher difference. 

 

By default, all elements will be displayed, but one can restrict the case (for instance, to all variables present in both 

pages with a difference higher than the criterion). 

Equations and models are not compared but appear in the list. 

 

The syntax of the wfcompare command is: 

 

 

     wfcompare(tol=criterion,list=comparison_type) list_of_compared_series list_of_reference series 

 

 

For more details you should refer to the EViews Help. 

 

CƻǊ ƛƴǎǘŀƴŎŜ ƛŦ ȅƻǳ ǿŀƴǘ ǘƻ ŎƻƳǇŀǊŜ ŀƭƭ CǊŜƴŎƘ ǎŜǊƛŜǎ όǎǘŀǊǘƛƴƎ ǿƛǘƘ άCw!ψέύ ōŜǘǿŜŜƴ ǘƘŜ ǇŀƎŜǎ άōŀǎŜέ ŀƴŘ άǳǇŘŀǘŜŘέΣ 

for a tolerance level of 0.00001 one will state: 

 

 

     wfcompare(tol=1E-5,list=m) updated\ fra_* base\ fra_* 

 

 

 

6 CHAPTER 6  THE ESTIMATION OF EQUATIONS  

 

We now have  

 

¶ A full description of the framework of the model, in which all the identities are completely specified, and the 

intents in terms of behaviors are described as clearly as possible. 

¶ A full database containing all the series in the present model, endogenous and exogenous, with their 

description. 

 

We have also checked that: 

 

¶ The specification of identities is consistent with the available data. 

¶ The information obtained on the structure of the model (causalities, interdependencies) is consistent with our 

economic ideas. 

 

Both the list of variables and equations are available as printable documents. 
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The next stage is obviously to replace each of the tentative behaviors by actual ones, validated both by economic theory 

and statistical criteria. 

6.1 THE PROCESS OF ESTIMATION 

What we are proposing is not a book on econometrics, and anyway we will never be as knowledgeable, by far, as the 

EViews team, both in terms of theory and ability to teach it. 

 

This means we will not approach the theoretical aspects of the subject, leaving the reader to the use of the books we 

propose in our bibliography, or even to the EViews Help manuals, which can be actually used as teaching tools, as they 

are both comprehensive and very progressive in their approach. 

 

But once the modeler is familiar with the concepts, their application to an actual case52 is not straightforward at all. This 

means we think this book can bring a very important contribution: showing how these methods can be used in the 

process of building our models. The reader will learn how, in very specific cases, first very basic then more operational 

econometrics can be used (or not used), considering the information he has and the goal he is pursuing. 

 

We shall also show the role econometrics take in the process, not as a single task between data gathering and 

simulations, but as a recurrent partner in the iterative process of model building. 

 

We shall not only give examples working smoothly from the start, but show also how econometrics can be set aside, 

and how, in some cases, an initial failure can be transformed into success, with some imagination53. 

6.2 SPECIFIC ISSUES 

Nevertheless, we feel it will be useful to present two cases, which are not generally treated by manuals, and can lead 

to wrong decisions, or wrongly evaluating the results of tests. 

We shall use a very practical approach. 

6.2.1 THE R2 OR R-SQUARED 

The statistic called "R2" or "R-squared" is the most commonly used to judge the global quality of an estimation.  It is 

defined by the following formula. 
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52 One in which he is not playing with data, but actually oblided to succeed. 

53 wŜƳŜƳōŜǊ 5ŀǾƛŘ IŜƴŘǊȅΩǎ four golden rules of econometrics: 1.Think brilliantly, 2.Be infinitely creative, 3.Be 

outstandingly lucky, 4.Otherwise, stick to being a theorist. 
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This statistic can therefore be interpreted as the share of the variance of the observed variable x explained by the 

estimated formula. 

 

A geometrical explanation also can be used: if we consider the space of variables (dimension T = number of 

observations), the estimation method will consist in minimizing the distance between the explained variable and the 

space (the plane or hyper plane) generated by the vectors of explanatory series, using combinations of parameter 

values. 

 

Especially, if the formula is linear relative to estimated parameters and contains a constant term, we can consider the 

estimation is based on the difference of variables (explained and explanatory) to their means.  In this case, minimizing 

the Euclidian distance will lead (as can be seen on the graph) the vector )y - yĔ( tt  to be orthogonal to the space and 

therefore to the vector )y - yĔ( t . These two elements represent the non-explained and explained part of )y - (y t , the 

variance of which is the sum of their squares. The R2 can be interpreted as the square of the cosine of the angle between 

the observed and adjusted series: the closer the R2 is to 1, the smaller the angle will be and the higher the share of the 

estimated variable in the explanation of the total variance. The explanation will be perfect if y-y  belongs to the space, 

and null if the perpendicular meets the space at the origin. 
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If the equation presents no constant term, the same reasoning can be applied, but this time the mean is not subtracted. 

However, the R2 no longer has the same meaning: instead of variances, direct sum of squares will be used. 

 

We will not go further in the explanation of this test, concentrating instead on its practical properties. 

6.2.1.1 Questioning the R-squared 

One must be very careful when using the R2 statistic. 

 

¶ it increases with trends in variables 

 

The R2 statistic will be all the higher as the explained variable and at least one of the explanatory variables present a 

time trend according to the rank of the observation. Thus components of each of these variables on axes of observations 

will grow in the same or opposite direction (from highly negative to highly positive or the reverse), and give associated 

vectors very close orientations. On the above graph, the components of variables on the axes will be more or less 

ordered according to the numbering of the axes themselves. The first observations will be the most negative, then 

values will grow through zero and reach the most positive ones in the end. The same goes if the ordering follows 

opposite directions: the estimation will evidence a negative link. 
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In this case, even in the absence of a true causal relationship between variables, the orientation of the vectors will be 

similar to a given multiplicative factor, and the R2 test will seem to validate the formulation. And most time series (like 

values, quantities or prices), generally present a growing trend, giving this phenomenon a good chance to happen. For 

example if we apply the previous equation for French imports: 

 

 

(1)
   ttt ubTDLogaMLog ++Ö= )()(

 
 

 

Replacing TD by any steadily growing (or decreasing) variable54 ǿƛƭƭ ƎƛǾŜ ŀ άƎƻƻŘέ w2, better maybe than actual French 

demand.  

 

Actually it can be shown that testing for each OECD country the estimation of its imports as a function of the demand 

ƻŦ ŀƴȅ ŎƻǳƴǘǊȅΣ ǘƘŜ άǘǊǳŜέ Ŝǉǳŀǘƛƻƴ ŘƻŜǎ ƴƻǘ ŎƻƳŜ ŀƭǿŀȅǎ ŀǎ ǘƘŜ ōŜǎǘΣ ŀƭǘƘƻǳƎƘ ƛǘ ƛǎ ƴŜǾŜǊ ŦŀǊ ŦǊƻƳ ƛǘΦ   

 

¶ It gives misleading diagnoses when comparing estimations explaining different elements. 

 

This happens in particular when we explain the same concept using a different transformation. 

 

Let us consider our equation 14, as 

 

 

(14)
      ttt vbTDLogaMLog ++DÖ=D )()(

 
 

 

We can see that the time trend has disappeared from both series, and any correlation will come from common 

deviations around this trend (or rather common changes in the value from one period to another). This is of course a 

much better proof of a link between the two elements (independently from autocorrelation). 

 

To put the two formulations on equal grounds, they must explain the same element. For this, one can just modify the 

new equation into: 

 

 

   tttt vbTDLogaMLogMLog ++DÖ+= - )()()( 1  
 

 

Compared to the initial formula, this transformation will not change the explanation55, as obviously the minimization of 

the sum of squared residuals represents the same process. The only modified statistic will be the R2, which will increase 

a lot, as an identical element with a high variance (compared to that of DLog(Mt)) has been added on both sides. 

 

                                                                 

54 Like Australian demand, or the price of a pack of cigarettes in Uzbekistan.  

55 Before estimation EViews will move the lagged term to the left. 
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The choice between the two formulations should not rely on the R2 but on the autocorrelation of the residual: if ut is 

not correlated one should use (1), if it is one should try (2). But in any case the issues will be solved by error correction 

models and cointegration, which we shall address later.. 

6.2.2 THE CONSTANT TERM 

When observing the validity of individual influences, one element plays a very specific role: the constant term.  

 

This element can have two purposes: 

 

¶ To manage the fact that the equation does not consider elements as such, but the deviations from their 

means. In ordinary least squares, even if the final result is a linear formulation of the variables and a 

constant term, the process actually 

o computes the deviations  

o uses them to estimate a formula with no constant56 

o recombines estimated coefficients and means into a constant 

 This constant is an integral part of the process. It should be included every time at least one of the explanatory 

elements does not have a zero mean. 

¶ To describe an economic mechanism. 

 

Let us give an example for the first case: if imports have a constant elasticity to demand, we will estimate: 

 

 

   tttt TDTDaMM // DÖ=D   

 

 

Or 

 

 

   bTDLogaMLog tt +Ö= )()(   

 

  

but the estimation process will ŦƛǊǎǘ ǳǎŜ ǘƘŜ ŘƛŦŦŜǊŜƴŎŜ ǘƻ ǘƘŜ ŀǾŜǊŀƎŜ ǘƻ ƎŜǘ άŀέ 

 

 

   ))()(()()( DTLogTDLogaMLogMLog tt -Ö=-   

 

 

or 

 

 

                                                                 

56 As all elements in the formula have zero mean, the sum of the residuals will also 
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   )/()/( DTTDLogaMMLog tt Ö=   

 

 

Then the constant 

 

 

  )()( TDLogaMLogb Ö-=  

 

 

We can see in particular the consequences of a change in the units (thousands, millions, billions...). The constant term 

ǿƛƭƭ ŀōǎƻǊō ƛǘΣ ƭŜŀǾƛƴƎ άŀέ ǳƴŎƘŀƴƎŜŘΦ Lƴ ǘƘŜ ŀōǎŜƴŎŜ ƻŦ άōέΣ άŀέ ǿƛƭƭ ƎŜǘ ŀ ŘƛŦŦŜǊŜƴǘ ǾŀƭǳŜΣ ŦƻǊ ƴƻ ŜŎƻƴƻƳƛŎ ǊŜŀǎƻƴΦ 

 

hŦ ŎƻǳǊǎŜΣ ǘƘŜ ƳƻǊŜ άōέ ƛǎ ǎƛƎƴƛŦƛŎŀƴǘΣ ǘƘŜ ƳƻǊŜ ƛǘǎ ŀōǎŜƴŎŜ ǿƛƭƭ ōŜ ŘŀƳŀƎƛƴƎ ǘƻ ǘƘe quality of the estimation (and the 

ƳƻǊŜ άŀέ ǿƛƭƭ ōŜ ŀŦŦŜŎǘŜŘύΦ .ǳǘ ǘƘƛǎ ƛǎ ƴƻ ǊŜŀǎƻƴ ǘƻ ƧǳŘƎŜ άōέΦ Lǘ ƛǎ ŀǎ ƛŦ ǿŜ ŀǊŜ ǿŜƛƎƘǘƛƴƎ ŀƴ ƻōƧŜŎǘ ǿƛǘƘ ŀ ōŀƭŀƴŎŜΥ ǘƘŜ 

two platters never have the same weight, and even the damage increases with the difference, it is always useful to 

correct it. And in our case there is no cost (actually it makes things cheaper, as the cost of the decision process 

disappears).  

 

It is not frequent for the constant term to have a theoretical meaning. The majority of such cases come from a formula 

in growth rates or variations, where the constant term will be associated with a trend. 

 

The only justification for the absence of a constant term is when this theoretical constant is null. In this case, observing 

a significant value becomes a problem. We shall give an example soon. 

 

6.3 APPLICATIONS: OUR MODEL 

Let us now apply the above principles to our sample model. 

 

In our model, we have to estimate five equations, for which we have already ideas about their logic: 

 

¶ The change in inventories, employment and investment should depend on GDP 

¶ Exports and imports should depend on the associated demand (world and domestic) and availability of 

potential supply. 

 

We shall use each of these equations to illustrate a specific aspect of estimation. 

 

¶ The change in inventories: general elements, homoscedasticity, presence of a constant term. 

¶ Employment: stationarity, error correction models. 

¶ Investment: the necessity to establish a consistent theoretical equation prior to estimation. 

¶ Exports: autoregressive processes, cointegration, long term stability. 

¶ Imports: going further on cointegration and long term stability. 

 

Each of our formulations will be based on very simple economic ideas, and we shall elect a specification which complies 

with both econometric tests and economic consistency. They are also chosen in a way which should allow them to 

merge harmoniously into the model we are building. However, it should be clear that  
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¶ Other simple formulations could probably be built on the same sample, with equivalent or maybe better 

quality. 

¶ Using another sample (another country for instance) the same economic ideas could lead to different 

formulations (not only different coefficient values). 

¶ Other economic ideas could be applied, with the same complexity. 

¶ To produce a truly operational model, the present framework would have to be developed in a large way. We 

will present such developments later. 

 

However the model we are building represents in our sense a simplified but consistent summary of the general class of 

models of this type. Reading descriptive documents for any operational structural model, one will meet many of the 

ideas we are going to develop. 

 

 

A note on estimations: one can observe that we are using rather old data, with a bi-yearly periodicity, half way 

between the two most usual ones: quarterly and yearly. We do have access to the same information on a larger 

period on a quarterly basis, which would have represented an obvious improvement.  However our course proposes 

also a series of lessons, following the same lines (and using very similar ideas) as the ones we will develop here. 

 

Another reason is that the most recent National Accounts produce chained series which means that the elements "at 

constant prices" become "at the prices of the previous year". Using them as such makes econometric estimations 

ŘƛŦŦƛŎǳƭǘ ŀƴŘ ƳƻŘŜƭƭƛƴƎ ŀƭƳƻǎǘ ƛƳǇƻǎǎƛōƭŜΦ !ƴŘ ǘǊŀƴǎŦƻǊƳƛƴƎ ǘƘŜƳ ƛƴǘƻ άǘǊŀŘƛǘƛƻƴŀƭέ ȅŜŀǊ ōŀǎŜŘ ǎŜǊƛŜǎ Ŏŀƴƴƻǘ ōŜ ŘƻƴŜ 

in a rigorous way. 

 

 

Obviously the lessons (which ask users to solve a set of problems) cannot use the same data as the examples. We have 

decided that it was more important to keep the shorter periodicity for the tests, which will represent a more important 

element in the teaching process.  

6.3.1 CHANGE IN INVENTORIES 

We shall use this simplest estimation to present the basic features of EViews estimation, and also stress the necessity 

for homoscedasticity. 

 

Our formulation will suppose simply that firms desire a level of stocks proportional to their production (or GDP). For a 

particular producer, this should be true both for the goods he produces and for the ones he is going to use for 

production. For instance, a car manufacturer will allow for a given delay between production and sale (for instance three 

months, which will lead to an inventory level of 1/4th of annual production). And to be sure of the availability of 

intermediary goods (like steel, tires, electronic components and fuel for machines in this case) he will buy the necessary 

quantity (proportional to production) sometime in advance.  

 

We shall suppose that firms have achieved, at the previous period, an inventory level IL representing a number of 

semesters of production: 

 

 

   11 -- Ö= tt QaIL  
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And they want to keep this level at the present period: 

 

 

  tt QaIL Ö=*
 

 

  tt ILIL =*
 

 

 

Then the change in inventory will represent: 

 

 

  tttt QaILILIC DÖ=-= -)( 1  

 

 

This means that contrary to the general case this equation should not include a constant term.  Its presence would call 

for a trend (and a constant) in the equation in levels, with no economic justification. It would also introduce a problem: 

adding a constant to an explanation in constant Euros would make the equation non-homogenous. 

 

Even then, the equation faces a problem, concerning the residual: between 1963 and 2004, French GDP has been 

multiplied by 4. We can suppose the level of inventories too (maybe a little less with economies of scale and improved 

management techniques).  

 

It is difficult to suppose that the unexplained part of the change in inventories is not affected by this evolution. As the 

variable grows, the error should grow. But to apply the method (OLS), we need the residual to have a constant standard 

error. Something must be done. 

 

The simplest idea is to suppose that the error grows at the same rate as GDP, which means that if we measure the 

change in inventories in proportion to GDP, we should get a concept for which the error remains stable. Of course, we 

shall have to apply the same change to the right hand side, which becomes the relative change in GDP. 

 

To avoid causality problems (for a given semester, demand for IC is partly satisfied by Q) we shall use the previous value 

of Q. 

 

The equation becomes: 

 

 

  11 // -- DÖ= tttt QQaQIC  

 

 

6.3.1.1 The basic EViews estimation features 

As this is our first example, when shall use it to present the basic estimation features. 
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Actually the technique will be different according to the stage in the estimation process: whether we are exploring 

several individual formulations, looking for the best option both in statistical and economic terms, or we have already 

elected the best one, and want to merge it into our model. 

 

We shall start with the first situation. 

 

The simplest way to estimate an equation under EViews is through the menus, using in succession: 

 

 

   Quick > Estimate equation 

 

 

A window appears, in which one has to type the formula.  

 

In the case of ordinary least squares, this can be a list of elements separated by blanks, in our case: 

 

 

   IC/Q(-1) D(Q)/Q(-1)  

 

 

We can also use  

 

 

   IC/Q(-1)=c(1)*D(Q)/Q(-1)  

 

 

¢ƘŜ ǘǿƻ ƳŜǘƘƻŘǎ ƎƛǾŜ ŜȄŀŎǘƭȅ ǘƘŜ ǎŀƳŜ ǊŜǎǳƭǘǎ όƛƴ ǘƘŜ ŦƛǊǎǘ ŎŀǎŜΣ ǘƘŜ άŎέ ǾŜŎǘƻǊ ǿƛƭƭ ŀƭǎƻ ōŜ Ŧƛƭƭed with the estimated 

coefficient). 

 

 The default method will be Least Squares, appropriate in our case. If the equation was not linear in the coefficients, the 

second presentation would be automatically called for. 

 

One will note that  

 

¶ A constant term haǎ ǘƻ ōŜ ƛƴǘǊƻŘǳŎŜŘ ŜȄǇƭƛŎƛǘƭȅ όŀǎ ŀƴ ŀŘŘƛǘƛƻƴŀƭ ŜƭŜƳŜƴǘ ŎŀƭƭŜŘ ά/έ).  

 

¶ EViews allows to specify a sample, which will be applied only to the particular equation (the current sample is 

not modified). This is quite useful if some periods have to be excluded from the estimation. This will happen 

for instance if they are deemed not to follow the estimated behavior (like pre ς transition data for Central 

European countries, China or Vietnam), or observations are also ǇǊƻǾƛŘŜŘ ƻǾŜǊ ǘƘŜ ŦǳǘǳǊŜ όh9/5Ω 9ŎƻƴƻƳƛŎ 

Perspectives completes the historical data with the results of its forecasts over the next three years). 

 

¶ On the contrary, one does not have to care about leaving in the sample periods for which estimation is not 

possible, due to missing elements or the impossibility to compute a term (for instance the logarithm of a 

negative value). EViews will eliminate by itself the corresponding periods (and tell you about the reduced 

sample). 

 

In our case we can use the sample:  
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   smpl 1960s1 2002s1 

 

 

which means that we consider data from the first semester of 1960 to the last of 2002 (our data is bi-yearly in this 

particular case). 

 

If the equation is linear in coefficients, EViews recognizes this property, and does not try to iterate on the coefficients, 

as it knows the values found are the right ones. 

 

  ¦ǎƛƴƎ ǘƘŜ άhƪέ ōǳǘǘƻƴ gives the following results 
 
 
 

We can see that EViews gives the sample used (the relevant periods of our sample). Estimation starts in 1963S2, as the 

Q series starts only in 1963 and is lagged once. 

 

¶ We get also the number of periods, and the time and date. 

 

¶ The other elements are the usual statistics, described earlier. The most important are:  

 

o The R-squared, the Durbin-Watson test and the Standard Error of regression for global elements. 

o The coefficient, the t-Statistic and the probability for reaching the coefficient value if the true coefficient is null 

with the estimated standard error. 

 

In our case: 

 

¶ The R-Squared is very low, even if the extreme variability and the absence of trend of the left-hand element 

plead in favor of the explanation57. 

 

However, as with almost all homogenous estimations, a simple interpretation is available, through the standard error: 

as the explained variable is measured in points of GDP, this average error represents 0.72 points. 

 

¶ The coefficient is very significant. The probability of reaching 0.26 for a normal law with mean 0 and standard 

error .042 is measured as zero. Of course it is not null, but it is lower than 0.00005, and probably much so. 

 

¶ But the Durbin-Watson test takes an unacceptable value, even if the absence of a constant term (and the 

subsequent non-zero average of residuals) makes its use questionable. 

 

¶ The graph of residuals is the second important element for diagnosis. It shows the evolution of actual and 

estimated series (top of the graph, using the right hand scale) and of the residual (bottom, using the left hand 

                                                                 

57 If we knew the values for IL, its estimation would get a better R2 (due to the colinearity of LI and Q). But we would 

be led to estimate an error correction model on IL, anyway. We have seen the advantage of this formulation, but for 

the quality to extend to the whole model, all equations must be of this type. 
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scale, with lines at + and ς 1 standard error). This means that inside the band residuals are lower than average, 

and higher outside it. Of course, it gives only a relative diagnosis. 
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The graph shows (in our opinion) that the equation provides some explanation, but some periods (1975-1980 in 

particular) present a large and persistent error, and there seems to be a negative trend on residuals after 1975 (and 

maybe a positive one before). 

 

In addition to the display of estimation results and graph of residuals, EViews creates several objects: 

 

¶ ! ǾŜŎǘƻǊ ƻŦ ŎƻŜŦŦƛŎƛŜƴǘǎΣ ŎƻƴǘŀƛƴŜŘ ƛƴ ǘƘŜ ά/έ ǾŜŎǘƻǊΦ ¢ƘŜ ȊŜǊƻ ǾŀƭǳŜǎ ƻǊ ǘƘŜ ǊŜǎǳƭǘǎ ŦǊƻƳ ǘƘŜ ǇǊŜǾƛƻǳǎ ǊŜƎǊŜǎǎƛƻƴ 

are replaced58 . 

¶ A series for the reǎƛŘǳŀƭǎΣ ŎƻƴǘŀƛƴŜŘ ƛƴ ǘƘŜ άw9{L5έ ǾŀǊƛŀōƭŜΦ ¢ƘŜ άbŀέ ǾŀƭǳŜǎ ƻǊ ǘƘŜ ǊŜǎǳƭǘǎ ŦǊƻƳ ǘƘŜ ǇǊŜǾƛƻǳǎ 

regression are replaced59. 

¶ ! ǘŜƴǘŀǘƛǾŜ ŜǉǳŀǘƛƻƴΣ ŎŀƭƭŜŘ ά¦ƴǘƛǘƭŜŘέ ŦƻǊ ǘƘŜ ƳƻƳŜƴǘΣ ŀƴŘ ŎƻƴǘŀƛƴƛƴƎ ǘƘŜ ŘŜǾŜƭƻǇŜŘ ŦƻǊƳǳƭŀΣ ǿƛǘƘ άŎέ ŀǎ ǘƘŜ 

vector of coefficients, with numbers starting from 1. In our case, the formula is obviously  

 

 

    IC/Q(-1)=c(1)*D(Q)/Q(-1)  

 

 

!ƴȅ ǎǳōǎŜǉǳŜƴǘ ŜǎǘƛƳŀǘƛƻƴ ǿƛƭƭ ǊŜǇƭŀŎŜ ǘƘƛǎ Ŝǉǳŀǘƛƻƴ ōȅ ǘƘŜ ƴŜǿ ά¦ƴǘƛǘƭŜŘέ ǾŜǊǎƛƻƴΦ 

 

                                                                 

58 But if the present regression contains fewer coefficients than the previous ones, the additional elements are not put 

to zero . 

59 But this time, residuals from previous equations are given either computed values or « NA ». 
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¶ EViews provides also several options, accessed from the menu, and which can be useful: 

 

o View gives three representations of the equation: the original statement, and two formulas including 

coefficients as parameters (the above άŎέ ǘȅǇŜύ ƻǊ ŀǎ ǾŀƭǳŜǎΦ  

 

o άPrintέ allows printing the current window: to a printer, to a text file (using characters, which saves space but 

reduces readability, especially for graphs), or to a graphics RTF file. This last option might call for a monochrome 

presentation, which is obtained through the « Monochrome » template (the last of the general Graph options). 

 

o άNameέ allows creating the equation as a named item in the workfile, with an attached comment. It is 

ƛƳǇƻǊǘŀƴǘ ǘƻ ǳǎŜ ƛǘ ƛƳƳŜŘƛŀǘŜƭȅ ŀŦǘŜǊ ǘƘŜ ŜǎǘƛƳŀǘƛƻƴΣ ŀǎ ǘƘŜ ǘŜƳǇƻǊŀǊȅ Ŝǉǳŀǘƛƻƴ όƴŀƳŜŘ άǳƴǘƛǘƭŜŘέύ ǿƛƭƭ ōŜ 

replaced by the next estimation.  

 

However, inserting an underscore ("_") before the name proposed will place the equations in the first positions of the 

working window. 

 

EViews ǇǊƻǇƻǎŜǎ ŀǎ ŀ ǎǘŀƴŘŀǊŘ ƴŀƳŜ ά9vέ ŦƻƭƭƻǿŜŘ ōȅ ŀ ǘǿƻ-digit number, following the lowest one unused at the 

moment. There are two options:  

 

* DƛǾŜ ŀ ƴŀƳŜ ǊŜǇǊŜǎŜƴǘŀǘƛǾŜ ƻŦ ǘƘŜ Ŝǉǳŀǘƛƻƴ όƭƛƪŜ ά9vψ·о¦έ ŦƻǊ ǘƘŜ third equation estimating X as influenced 

by the rate of use). 

* Accept the EViews suggestion and rely on the attached comment for the explanation. 

 

Personally we favor the second option: 

 

* It is simpler and more natural to use. 

* It allows placing all the equation in the same workfile (and window) location. 

* It avoids defining a complex and maybe unclear naming method. 

* The comment zone is much wider and can follow any format, including blanks and special characters. 

 

Actually the item saved is more complex than the actual formula. Double-clicking on it shows that it contains the full 

representation, including the residual (and actually the standard errors of the coefficients, even if they are not 

displayed). 

 

o Forecast produces a series for the estimated variable (or the estimated left-hand expression, generally less 

interesting), and an associated graph with an error band (and a box with the statistics). 

6.3.1.2 An alternate technique: using the command window 

Instead of using Quick>Estimate, one can work directly through the command window. One just has to ŀŘŘ άƭǎέ ōŜŦƻǊŜ 

the formula. 

 

    ls IC/Q(-1)=c(1)*D(Q)/Q(-1)  

 

This has several advantages: 
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¶ By copying and editing the current equation on the next line of the command box, entering changes is made 

much easier.  

¶ After a session of estimations, the set can be copied into a program file and reused at will. Management of a 

set of alternate versions is much easier. 

¶ One can control the size of characters. This is quite interesting when working with a team, or making a 

presentation, as the normal font is generally quite small. 

¶ The only drawback is sample definition: ƛǘ Ƙŀǎ ǘƻ ōŜ ŜƴǘŜǊŜŘ ŀǎ ŀ ŎƻƳƳŀƴŘΣ ƴƻǘ ŀǎ ŀƴ ƛǘŜƳ ƛƴ ǘƘŜ άŜǎǘƛƳŀǘŜέ 

panel. 

6.3.1.3 Other possible specifications 

Let us go back to our estimated formula. If we are not satisfied with the previous results, we can try alternate options, 

without changing the economic background: 

 

Firms could consider the changes in GDP for the last two semesters, with different impacts. 

 

 
 

The results are actually better (not the Durbin-Watson test!). 



123 

 

 

 
 

¶ We can also consider the same coefficient: 
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This restriction does not reduce the quality (the R-Squared decreases but the standard error too, a strange result due 

to the larger number of degrees of freedom, with one less estimated coefficient). 

 

Actually observation of the residuals shows a growing trend before 1975, and a decreasing trend from that date. One 

can be tempted to take this into account, a prospect which is not completely unlawful: in the latter years the policy of 

firms has been to reduce the level of inventories (thus their change) and the technical opportunities of implementing it 

have increased.  The pre-1975 increase is harder to explain. 

 

We shall introduce a correcting term, represented by a constant, a trend starting at 1975, and another ending at 1975. 

6.3.1.4 Introducing trends in equations 

 

To introduce a trend in an equation (or for that matter any expression depending only on time) two solutions are 

available: 

 

¶ Create an (exogenous) variable. 

¶ Introduce directly the associated formula, using a trend variable. 

 

We prefer clearly the second option:  

 

¶ It reduces the number of elements in the model. 

¶ It requires no extrapolation for simulations over the future. 

¶ It allows a direct interpretation by the modeller or other persons, and does not call for documentation. 

 

We see no relative advantage for the first option.  

 

To define the trend, we have two options: 
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¶ Using the @trend or @trendc function of EViews, giving a variable starting from zero and increasing by 1 at 

each period60. 

 

¶ Creating a specific time trend, taking the value of the year, thus increasing by 1 at each year. Obviously, for 

non-annual series, one will have to separate sub-periods. The obvious solution is to set the first period to the 

calendar year, and increase subsequent observations by a fraction, giving 1 over the year. 

 

For the first semester of 1975 the value will be 1975, for the second semester 1975.50. 

 

Unfortunately this technique faces problems with a more than quarterly frequency, a rare occurrence in modelling 

however. 

 

We shall estimate indifferently: 

 

 

   IC/Q(-1) D(Q)/Q(-1)  D(Q(-1))/Q(-2)  (T-1975)*(T<=1975) (T>1975)*(T-1975) C 

 

 

or  

 

 

   IC/Q(-1) = C(1)*D(Q)/Q(-1) + C(2)*D(Q(-1))/Q(-2) + C(3)*(T-1975)*(T<=1975)  

                 + C(4)*(T>1975)*(T-1975) + C(5) 

 

 

Let us detail the computation of the trends. The first one (T-1975)*(T<=1975) multiplies a trend growing to a zero 

value in the first semester of 1975, by a condition which is true only until 1975. The result is a trend growing (taking less 

and less negative values) until 1975, when it takes permanently the value 0. 

 

The second one (T-1975)*(T>1975) creates a trend which is null until 1975, then grows by one each year. 

 

                                                                 

60 For any periodicity. 
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The associated formulation works quite well, with highly significant terms. The standard error is reduced significantly, 

the R-Squared is rather high for such an erratic dependent variable, and the quality of the explanation is quite high in 

the end (for the six last years the error is below average, and the last value is relatively very small). However, forecasting 

the trend will be quite problematic: if we maintain it in the long run, its contribution will become infinitely negative, and 

ǘƘŜ ŜȄǇƭŀƛƴŜŘ Ǌŀǘƛƻ ǘƻƻΧΦ  

 

And of course, it will probably justified to consider our formula as established ad hoc. In fact we will waive its use. 
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6.3.1.5 Preparing the equation for the model 

Once an equation has been selected for introduction in the model, a different strategy should be used. 

 

If we use the estimated formula, we will face several problems: 

 

¶ It is not simple to link the equation name with its purpose, which makes the process unclear and forbids to use 

any automated and systematic process. 

¶ The C vector is used by all equations is only consistent with the last estimated one. 

¶ The residuals cannot be managed simply 

 

Instead, we propose the following organization, deriving all elements from the name of the dependent variable, though 

a systematic transformation: 

 

¶ Naming the equation after the estimated variable. 

For instance we can call our equation EQ_CI. 

 

¶ Using the developed specification, with explicit coefficients. 

 

¶ Naming the coefficient vector after the estimated variable. 

 

For instance we can call it C_CI. Of course this calls for its creation, with a high enough dimension: 

 

 

   coef(10) c_ci 
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(we chose 10 as a round number which we know we shall never reach). 

 

¶ Introducing an additive explicit residual, named after the estimated variable. The reason is the following. 

 

o It is essential for a model to estimate and simulate the same equation. Of course two versions can be 

maintained, one being copied into the other after each new estimation. This is: 

 

* Tedious. 

* Difficult to manage. 

* Error-prone. 

 

It is much better to use a single item. However this faces a problem: one wants access to the residual, in particular 

for forecasts as we shall see later. And the estimation calls for no residual. 

 

The solution is quite simple: introduce a formal residual, but set it to zero before any estimation. 

 

¶ Work through a program 

 

This allows: 

 

o Visual control over the specification. 

o Easy replication of the estimation (for instance if the data has changed). 

o Easy introduction of marginal changes. 

o Documentation of the economic context (by introducing comments in the program). 

 

In our case we shall use: 

 

 

 

   coef(10) ec_ci 

   genr ec_ci=0 

   equation eq_ci ci/q(-1)=c_ci(1)*@pch(q)+c_ci(2)*@pch(q(-1))+ec_ci 

   genr ec_ci=resid 

 

6.3.2 INVESTMENT: THE NECESSITY TO ESTABLISH A CONSISTENT THEORETICAL EQUATION 

PRIOR TO ESTIMATION 

In this estimation, we shall stress the importance of establishing a sound economic framework before any estimation. 

 

The basic economic idea is quite simple: the purpose of investment is  

 

¶ To replace discarded capital. 

¶ To allow a higher level production, facing an increase of demand. 

 

Without proceeding further in theory, many formulations can be considered. For instance, investment could have a 

constant elasticity to GDP, maybe with an error correction term including capital... 
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In our sense, trying for the best estimation without considering the economics behind the formula, and especially its 

formal consequences for model properties, is rather irresponsible. For instance, using the logarithm of investment is 

quite dangerous. Its value can change in very high proportions, and if we go back to the microeconomic foundation of 

this behavior, its value could very well be negative, as some firms are led to disinvest from time to time, by selling more 

capital that they buy. 

 

For instance, the following equation seems to work quite well: 

 

 

  dtcQILogbQLogaILog tttt +Ö+Ö+DÖ=D -- )/()()( 11  

 

 
The results are: 
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Everything seems to go well: the statistics are quite good (except maybe for the Durbin-Watson test), the signs are right, 

the graph shows a really strong fit. However, when we merge the equation into a model, its simulation properties will 

be affected by the base solution: even a very high increase in GDP will have a low impact of the absolute level of 

investment if it was very low in the previous period.  

 

One can guess that although linking investment (a change in capital) to the change in production seems a natural idea, 

the jump to the above formulation was a little too fast a move.  One should be naturally reticent in taking the logarithm 

of a growth rate. 

 

We shall try to clarify the economic process through a full logical formalization. 

 

Let us suppose that production follows a άcomplementary factorsέ function, which means that to reach a given level of 

productive capacity, fixed levels of capital and employment are required, and a reduction in one factor cannot be 

compensated by an increase in the other. This means obviously that the less costly process (optimal) is the one which 

respects exactly these conditions. 
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L

K

L1

K1 CAP=CAP1

Combinations of K and L 

such that:CAP=CAP1

L1m

 
²ƛǘƘ άǇƪέ ǇǊƻŘǳŎǘƛǾƛǘȅ ƻŦ ŎŀǇƛǘŀƭΣ ŀƴŘ άǇƭέ ǇǊƻŘǳŎǘƛǾƛǘȅ ƻŦ ƭŀōƻǊΣ ǿŜ ƎŜǘ Υ 

 

 

   ),min( 1 tittt LplKpkCAP ÖÖ= -   

 

 

όǘƘŜ άǘ-мέ means that we shall use the level of capital reached at the end of the previous period). 

 

Actually, for a given level of employment, there is always some short term leverage on production, at least at the 

macroeconomic level. Temporarily increasing labor productivity by 2% can be easily achieved through extra hours, less 

vacations, less training courses...   

 

This means capital will be the only limiting factor in the short term. 

  

The capacity equation can be simplified into: 

 

 

   1-Ö= tit KpkCAP   

 

  

Now let us define the rate of use of capacities: 

 

 

   tit CAPQUR /=   

 

   tttit URQKpkCAP /1=Ö= -   

 

 

 
Now let us suppose firms actually want to reach a constant target utilization rate UR

*
, and expect a production level

a

t
Q

1+
. Then by definition: 
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  1

*

1

***
/// ++== t

a

tttt pkURQpkCAPK      

 

   tttttt pkURQpkCAPK /// ==   

 

 

And defining tx(z) as the growth rate of z: 

 

 

   )()()()()()(
***

ttt

a

ttt pktxURtxQtxpktxCAPtxKtx --º-º   

 

 

This means that the target growth rate of capital can be decomposed as the sum of three terms, one with a positive 

influence: 

 

¶ The expected growth rate of production 

 

and two negative: 

 

¶ The target growth rate of the rate of use: if the firms feel their capacities are 1% too high for the present level 

of production, they can reach the target by decreasing capital by 1% even if production is not expected to 

change. 

¶ The growth rate of capital productivity: if it increases by 1%, 1% less capital will be needed. 

 

But the element we need is investment. To get it we shall use the definition. 

 

 

   tttt IdrKK +-Ö= - )1(1  

 

 

which can be written as 

 

  

  1/)( -+-= tttt KIdrKtx  

 

 

This gives finally: 

 

 

  )()()( )()(/
**

1

*

ttt

a

tttttt pktxURtxQtxdrKtxdrKtxKI --+=+==-  

 

 

In other words: 
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¶ If firms expect a growth rate of 4%, capacities should adapt to that growth 

¶ But if they feel their capacities are under-used by 1%, their desired capacity will only increase by 3%. 

¶ If capital productivity is going to increase by 1%, they will need 1% less capital. 

¶ But once capital growth has been defined, they also have to compensate for depreciation. 

 

If we suppose  

 

¶ That the depreciation rate is constant, as well as the rate of growth of capital productivity, 

¶ That production growth expectations are based on an average of the previous rates, 

 

And we consider as the rate of use the ratio of actual GDP to a value obtained under normal utilization of factors, which 

leads to a unitary target. 

 

We get the simplified formula: 

 

 

  )()(/ 1

*

01

*

+= -- -Ö+= ä t

n

i it

a

itt URtxQtxaKI a  

 

 

with 

 

 

  ä=
=

n

i i0
1a  

 

 

Finally, we can suppose, as we shall do also for employment, that the desired growth of capital is only partially reached 

in practice, either because firms react cautiously to fluctuations of demand, or because they are constrained by 

investment programs covering more than one period.  

 

And we shall leave free the coefficients: 

 

 

  ))()(()1(// *

0211

*

t

n

i it

a

itttt URtxdQtxcabKIbKI Ö-ÖÖ+Ö-+Ö= ä= ---- a  

 

 

The results are rather satisfactory, with the right sign and acceptable statistics for all explanatory elements. This was 

not obvious, as their strong correlation (both use Q in the numerator) could have made it difficult for the estimation 

process to separate their role. 
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The graph of residuals shows that the quality of the explanation grows with time, and is especially good for the last 

periods. This is rather important for simulations over the future, and one can wonder what we would have done if the 

sample had been reversed, and the initial residuals had applied to the last periods. 

We will deal with this problem of growing errors on recent periods when we address forecasts.  
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The equation we have built is not only satisfactory by itself, but we can expect it to provide the model with adequate 

properties. In particular, the long term elasticity of capital to production is now unitary by construction. Starting from a 

base simulation, a 1% permanent shock on Q will leave the long run value of UR unchanged61. This gives the same 

relative variations to production, capacity and (with a constant capital productivity) capital. 

 

¢ƘŜ ŎƻŜŦŦƛŎƛŜƴǘǎ άŀέ ŀƴŘ άōέ ŘŜǘŜǊƳƛƴŜ ƻƴƭȅ ǘƘŜ ŘȅƴŀƳƛŎǎ ƻŦ ǘƘŜ ŎƻƴǾŜǊƎŜƴŎŜ ǘƻ ǘƘƛǎ ǘŀǊƎŜǘΦ 

 

Actually we have estimated a kind of error-correction equation, in which the error is the gap between actual and target 

capacity (the rate of use). 

 

We hope to have made clear that to produce a consistent formulation, in particular in a modelling context, one must 

start by establishing a sound economic background. 

6.3.3 EMPLOYMENT: STATIONARITY, ERROR CORRECTION MODELS, BREAKPOINT TEST. 

6.3.3.1 The economic framework 

Of course, the employment equation should follow also a complementary factors framework. 

 

In the previous paragraph, we have shown that in this framework the element determining capacity is the sole capital, 

while firms could ask from workers a temporary increase in productivity, high enough to ensure the needed level of 

production62Φ !ŘŀǇǘƛƴƎ ŜƳǇƭƻȅƳŜƴǘ ǘƻ ǘƘŜ ƭŜǾŜƭ ǊŜǉǳƛǊŜŘ ǘƻ ƻōǘŀƛƴ ŀ άƴƻǊƳŀƭΩ ǇǊƻŘǳŎǘƛǾƛǘȅ ǘŀǊƎŜǘ ǿƛƭƭ ōŜ ŘƻƴŜ ōȅ ǎǘŜǇǎΦ  

 

This means estimating employment will allow us to apply the elements on error correction models we have presented 

earlier, in a very simple framework. 

 

We shall suppose that firms: 

 

¶ Know the level of production they have to achieve. 

¶ Know also the level of production which should be achieved by each worker under normal circumstances (in 

other term his normal productivity). 

 

From these two elements they can determine the normal number of workers they need. 

 

But they do not adapt the actual employment level to this target, and this for: 

 

                                                                 

61 As the left hand side represents the (fixed) long term growth rate of capital. 

62 This is true in our macroeconomic framework, in which the changes in production are limited, and part of growth is 

compensated by increases in structural productivity (due for instance to more capital intensive processes). At the firm 

level, employment can produce bottlenecks. This will be the case if a sudden fashion appears for particular goods 

requiring specialized craftspeople, even if the tools and machines are available for buying.  
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¶ Technical reasons: between the conclusion that more employees are needed and the actual hiring63, firms have 

to decide on the type of jobs called for, set up their demands, conduct interviews, negotiate wages, establish 

contracts, get authorizations if they are foreign citizens, maybe ask prospective workers to train... Of course 

this delay depends heavily on the type of job. And this goes also for laying out workers. 

 

¶ Behavioral reasons: if facing a hike in production, firms adapt immediately their employment level to a higher 

target, they might be faced later with over employment if the hike is only temporary. The workers they have 

trained, maybe at a high cost, have no usefulness at the time they become potentially efficient. And laying 

them out will call generally for compensations....  

6.3.3.2 The formulas: stationarity and error correction 

We should realize that we are facing an error correction framework, which we can materialize as: 

 

άbƻǊƳŀƭέ ƭŀōƻǊ ǇǊƻŘǳŎǘƛǾƛǘȅ ŘƻŜǎ ƴƻǘ ŘŜǇŜƴŘ ƻƴ ŜŎƻƴƻƳƛŎ ŎƻƴŘƛǘƛƻƴǎΦ Lǘ ƳƛƎƘǘ Ŧƻƭƭƻǿ ŀ Ŏƻƴǎǘŀƴǘ ǘǊŜƴŘ ƻǾŜǊ ǘƘe period, 

such as: 

 

 

  tbaplLog t Ö+=)(  

 

 

CƛǊƳǎ ǳǎŜ ǘƘƛǎ ǘŀǊƎŜǘ ǘƻ ŘŜŦƛƴŜ άƴƻǊƳŀƭέ ŜƳǇƭƻȅƳŜƴǘΥ 

 

 

   
**

/ ttt plQLE =  

  

 

They adapt actual employment to this target with some inertia: 

 

 

   ttttt LLLogLLogLLog egba ++Ö+DÖ=D -- )/()()( 1

*

1

*
 

 

 

 

 We recognize here the error correction framework presented earlier, which requires: 

 

)/( *

tt LLLog to be stationary. 

 

But a does not have to be unitary. However, if we follow the above reasoning, its value should be between 0 and 1, and 

probably significantly far from each of these bounds. 

 

                                                                 

63 But not the start of actual work: what we measure is the number of workers employed, even if they are still training 

for instance. 
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To estimate this system we face an obvious problem: pl* is not an actual series (LE* either, but if we know one we know 

the other). 

 

But if we call άplέ the actual level of productivity (Q/LE) we can observe that: 

 

 

   )/())//()/(()/(
***

tttttttt plplLogplQplQLogLLLog -==   

 

 

The stationarity of )/( *

tt LLLog is equivalent to that of )/( *

tt plplLog  

 

Now it should be obvious that if pl* and pl have a trend, it must be the same, actually the trend defining completely pl*. 

If not, they will diverge over the long run, and we will face infinite under or over employment. So target productivity 

can be identified using the trend in the actual value, if it exists. 

 

This means we can test the stationarity of the ratio as the stationarity of actual productivity around a trend, a test 

provided directly by EViews. 

 

We can expect a framework in which actual productivity fluctuates around a regularly growing target, with cycles which 

we do not expect to be too long, but can last for several periods64. 

6.3.3.3 The first estimations 

First, we compute actual labor productivity 

 

 

   genr PROD = Q / LE 

 

 

and regress it on time: 

 

 

   ls log(PROD) c t 

 

 

to get the structural productivity trend. 

 

                                                                 

64 Which will create (acceptable) autocorrelation in the difference to the trend. 
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Results are quite bad. Of course productivity shows a significant growth, but the standard error is quite high (more than 

5 %). More important, the graph of residuals and the auto-correlation test show that we are not meeting the condition 

we have set: that observed productivity fluctuates around a trend, with potential but not unreasonably long cycles.  

 

 
 

The problem apparently lies in the fact that the average growth rate is consistently higher in the first part of the period, 

and lower later. Seen individually, each sub-period might seem to meet the above condition.  
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From the graph, we clearly need two breaks. One will observe that the first period follows the first oil shock, and the 

beginning of a lasting world economic slowdown. The reason for the second break is less clear (some countries like the 

US and Scandinavia show a break in the opposite direction). 

 

For choosing the most appropriate dates, we can use two methods: 

 

¶ A visual one: 1973 and 1990 could be chosen, possibly plus or minus 1 year. 

¶ A statistical one: the most appropriate test is the Chow breakpoint test, which we have explained earlier. To 

make our choice automatic, we shall consider two intervals, and apply the test to all reasonably possible 

combinations of dates from those intervals. As we could expect, all the tests conclude to a break. But we shall 

elect the couple associated to the lowest probability (of no break), which means the highest likelihood ratio65. 

Of course, this criterion works only because the sample and the number of breaks remain the same. 

 

The best result corresponds actually to 1973S1 and 1992S1, as shown in this table of log-likelihood ratios. 

 

Log likelihood ratio 

 

dates 1991S2 1992S1 1992S2 

1972S2 895 913 908 

1973S1 904 928 925 

1973S2 895 917 915 

 

The equation for structural productivity is  

 

 

   LOG(PRLE)=C_PRLE(1)+C_PRLE(2)*(T-2002)+C_PRLE(3)*(T-1973)*(T<1973) 

         +C_PRLE(4)*(T-1992)*(T<1992) 

 

   

One will note: 

 

¶ That we have introduced no residual, contrary to our usual practice. 

¶ That we have introduced reversed trends, which stop after a while instead of starting inside the period. 

 

o Target productivity is not a behavior. 

 

The first element is quite logical: what we are estimating for the model is not actual productivity (this is given in the 

model by an identity, using actual GDP and employment). We are looking for the exact value of target productivity, 

prone to error only because we have not enough information to produce the true value. If the sample grew, or the 

periodicity increased, the precision would improve constantly, even if the residual does not decrease. Whereas, in a 

normal behavioral equation, the residual corresponds to an error on the variable, and cannot be decreased indefinitely, 

as the identification of the role of explanatory elements becomes less reliable with their number. 

 

                                                                 

65 the highest F gives the same conclusion 
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o Partial trends should apply to past periods. 

 

The reason here is purely technical. Our model will be mainly used on the future, if its period of operational use is longer 

than its period of production (at least, we hope so). So it is essential to make the forecasting process as easy as possible. 

 

If the partial trends are still active in the future, we shall have to manage them simultaneously. We can expect that we 

want to control the global trend of labor productivity, if only to make it consistent with our long term evolutions of GDP 

(which should follow world growth) and employment (which should follow population trends). Obviously, controlling a 

single global trend is easier than a combination of three trends. 

 

Also, the last trend is the most important for interpretation of model properties, and it is better to make it the easiest 

to observe. 

 

On the other hand, our technique has no bad points, once it has been understood.  

 

Finally, the reason for starting the trend in 2002 is also associated with handling of its future values. If the global 

coefficient is changed, this will be the period for a new break, and this is the best period to introduce it. 

 

The results look acceptable, as to the validation of coefficients and the graphs (we are presenting the program version, 

as the equation will be introduced in the model)66. 

 

 

                                                                 

66 This is not absolutely needed, as a variable depending only on time can be considered exogenous and computed 

outside the model. But we want to be able to change the assumption in forecasts, and this is the easiest way. 




































































































































































































































































































































































































































































































































































































































































































































